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MCWG Attendance

	First Name
	Last Name
	Affiliation
	Email Address

	
	
	
	Phone Number


	Joe
	Aquino
	NASA/JSC
	Joseph.M.Aquino@nasa.gov

	
	
	
	281-483-4033

	Louise
	Babirak
	Qwest Government Systems
	louise.babirak@qwest.com

	
	
	
	703-363-3044

	James
	Bangerter
	NASA/GSFC
	James.A.Bangerter@nasa.gov

	
	
	
	301-286-7306

	Edward
	Bernal
	WSC
	ebernal@mail.wsc.nasa.gov

	
	
	
	505-527-7102

	Tom
	Bisaga
	ATT
	tbisaga@att.com

	
	
	
	703-691-5238

	Tom
	Boggs
	CSC/GSFC/CSOC
	hboggs@pop500.gsfc.nasa.gov

	
	
	
	301-286-5590

	Thomas 
	Bond
	Metters/KSC/UNITeS
	t_bond@metters.com

	
	
	
	321-917-1462

	Doug
	Boston
	DFRC
	Doug_boston@dfrc.nasa.gov

	
	
	
	661-276-2901

	Dave
	Campbell
	HST/GSFC
	David.L.Campbell@nasa.gov

	
	
	
	301-286-9343

	Gary
	Carr
	Quintron
	g.carrsr@worldnet.att.net

	
	
	
	321-267-7760

	Dan
	Carver
	HTSI/WSTF
	Dcarver@mail.wsc.nasa.gov

	
	
	
	505-527-7190

	Diane
	Casebolt
	MCI
	Diane.Casebolt@mci.com

	
	
	
	281-276-4214


	Vic
	Colaluca
	Indyne, Inc. /KSC/Kicks
	victor.colaluca@ksc.nasa.gov

	
	
	
	321-867-2286

	Joe
	Cooper
	HST/GSFC/440.8
	jcooper@hst.nasa.gov

	
	
	
	301-286-6970

	Darrell
	Davis
	USA/KSC
	darrell.d.davis@usa-spaceops.com

	
	
	
	321-867-2111

	Tracy
	Dorsey
	CSC/GSFC/Ionet Security
	Tdorsey2@csc.com

	
	
	
	301-794-2421

	Bryan
	Douglas
	NASA/WSTF
	Bdougla2@wstf.nasa.gov

	
	
	
	505-524-5395

	Scott
	Douglas
	NASA/GSFC/291
	Scott.C.Douglas@nasa.gov

	
	
	
	301-286-9550

	Dan 
	Duffy
	NASA/GSFC
	Dan.Duffy@nasa.gov

	
	
	
	301-286-5110

	Mike
	Eder
	L-3/GSFC
	meder@pop500.gsfc.nasa.gov

	
	
	
	301-286-3536

	Donald
	Eldred
	USA/KSC 
	donald.b.eldred@usa-spaceops.com

	
	
	
	321-867-7670

	Donald
	Fahey
	InDyne Inc./KSC
	Donald.Fahey@icdm.ksc.nasa.gov

	
	
	
	321-867-8406

	Michael
	Fanders
	LM/JSC
	Michael.T.Fanders1@jsc.nasa.gov

	
	
	
	281-483-6069

	Joe
	Finney
	CSOC/MSFC
	Joe.A.Finney@msfc.nasa.gov

	
	
	
	256-961-9443

	Doug
	Fooshee
	NASA/MSFC
	Doug.Fooshee@nasa.gov

	
	
	
	256-544-3297

	Robert
	Frazier
	JSC/NACAIT
	Robert.B.Frazier1@jsc.nasa.gov

	
	
	
	281-483-4444

	John
	Gainsborough
	HST/GSFC
	jgainsborough@hst.nasa.gov

	
	
	
	301-286-3878

	Donald
	Gates
	Boeing/GSFC
	Donald.Gates@honeywell-tsi.com

	
	
	
	301-805-3657

	Clifton
	Gatewood
	MCOM/21 SOPS
	Clifton.Gatewood@Onizuka.af.mil

	
	
	
	408-752-4714

	George
	Gazzier
	CSC/MSFC/CSOC
	George.Gazzier@csoconline.com

	
	
	
	256-961-9494

	Jean
	Gill
	USA/JSC
	Jean.m.gill1@jsc.nasa.gov

	
	
	
	281-244-7594

	David 
	Glasscock
	WSC
	dglassco@mail.wsc.nasa.gov

	
	
	
	505-527-7035

	Randall
	Goggans
	DigitalNet/MSFC
	Randy.Goggans@csoconline.com

	
	
	
	256-544-2737

	Sandy
	Grotheer
	AT&T
	grotheer@att.com

	
	
	
	703-506-5592

	Robert 
	Haines
	LM/GSFC/Millennnia
	Rhaines2@csc.com

	
	
	
	301-794-2805

	Thomas
	Hargrove
	COLSA/MSFC
	Thomas.R.Hargrove@ums.msfc.nasa.gov

	
	
	
	256-544-2401

	Mark
	Harris
	HTSI/WFF/NENS
	Mark.A.Harris.1@gsfc.nasa.gov

	
	
	
	757-824-2192

	Jewel
	Hervey
	NASA/JSC
	Jewel.R.Hervey@nasa.gov

	
	
	
	281-483-0359

	Tom
	Holub
	WSC
	tholub@mail.wsc.nasa.gov

	
	
	
	505-527-7046

	William
	Ihnat
	CSC/GSFC
	William.Ihnat@csoconline.com

	
	
	
	301-805-3351

	Dan
	Isbister
	Cisco Systems
	dibister@cisco.com

	
	
	
	703-484-5851

	Ken
	Jones
	CIM/JSC
	Kjones1@ems.jsc.nasa.gov

	
	
	
	281-483-7671


	Theresa
	Juranek
	DOD/CPSG/ZJJ
	Theresa.Juranek@lackland.af.mil

	
	
	
	210-977-2538

	Mike
	Kirsch
	NASA/WSTF
	mike.t.kirsch@nasa.gov

	
	
	
	505-524-5517

	Jim
	Krupovage
	NASA/WSTF
	Jim.krupovage-1@mail.wsc.nasa.gov

	
	
	
	505-524-5732

	Brian
	Lampl
	ATT
	lampl@att.com

	
	
	
	703-506-5740

	Edward 
	Lawless
	CSC/GSFC/CSOC
	Edward.lawless@csoconline.com

	
	
	
	301-805-3145

	Mark
	Lawrence
	BAH/GSFC
	Lawrence_mark@BAH.com

	
	
	
	301-805-5412

	Steven
	LeBaron
	COLSA/MSFC/Comm Control
	Steve.L.LeBaron@ums.msfc.
nasa.gov

	
	
	
	256-544-5859

	John 
	Levitt
	CSC/KSC
	John.Levitt@csoconline.com

	
	
	
	321-867-7726

	James
	Lipford
	CIM/JSC
	james.p.lipford1@jsc.nasa.gov

	
	
	
	281-483-4455

	Gregory
	Logan
	HTSI/GSFC
	glogan@pop500.gsfc.nasa.gov

	
	
	
	301-286-0772

	Bill
	Manning
	CSOC/MSFC
	Bill.Manning@csoconline.com

	
	
	
	256-961-9491

	Rebecca
	Marsh
	CIM/JSC
	rebecca.e.marsh1@jsc.nasa.gov

	
	
	
	281-483-6873

	Michele
	Mascari
	LM/GSFC/CSOC
	mmascari@csc.com

	
	
	
	301-794-2514

	Tim
	McCann
	AT&T Govt Solutions
	mccann@att.com

	
	
	
	703-506-5086


	Mark 
	McCutchen
	CSC/MSFC/CSOC
	Mark.McCutchen@csoconline.com

	
	
	
	256-961-9381

	Monique
	McLamb
	NASA/KSC/IT-D2-B
	Monique.Mclamb-1@nasa.gov

	
	
	
	321-867-8540

	Jimmy
	McMahon
	LM/MSFC
	Jimmy.R.McMahon@msfc.nasa.gov

	
	
	
	256-961-9370

	George
	Metcalf
	Quintron
	Gmetcalf1@aol.com

	
	
	
	281-830-9806

	Michael
	Morales
	MCI
	Michael.morales@mci.com

	
	
	
	281-463-7897

	Debbie
	Morrison
	GSFC/HITT
	dmorrison@hst.nasa.gov

	
	
	
	301-286-2958

	John
	O’Connor
	Jbo, Inc.
	Jbo_inc@netzero.net

	
	
	
	301-249-4932

	Jim
	Porterfield
	CSOC/MSFC
	Jim.N.Porterfield@msfc.nasa.gov

	
	
	
	256-961-9440

	Richard
	Pearce
	HTSI/WSC
	rpearce@mail.wsc.nasa.gov

	
	
	
	505-527-7098

	Douglas
	Perkins
	HTSI/WSC
	dperkins@mail.wsc.nasa.gov

	
	
	
	505-527-6812

	Adam
	Pressman
	MCI
	Adam.pressman@mci.com

	
	
	
	703-850-2072

	Lesley
	Rahman
	HTSI/GSFC/NENS
	Lesley.Rahman@honeywell-tsi.com

	
	
	
	301-805-3293

	Jose
	Ramirez
	Avtec
	jramirez@avtec.com

	
	
	
	703-219-1838

	Norman
	Reese
	Raytheon/GSFC/291
	nreese@sled.gsfc.nasa.gov

	
	
	
	301-286-6486

	Kevin
	Riley
	HTSI/GSFC
	Kevin.Riley@honeywell-tsi.com

	
	
	
	301-805-3870

	Shane
	Roskie
	Lucent Worldwide Services
	roskie@lucent.com

	
	
	
	720-482-5130

	Brian
	Safigan
	Avtec
	bsafigan@avtec.com

	
	
	
	703-219-1861

	Ken
	Schaaf
	HTSI/WSTF
	kschaaf@wstf.nasa.gov

	
	
	
	505-524-5615

	Alan
	Schonbrunner
	HTSI/WFF/NENS
	aschonbr@pop800.gsfc.nasa.gov

	
	
	
	757-824-1224

	Wm.
	Schneck
	HTSI/GSFC/NENS
	Bruce.Schneck@honeywell-tsi.com

	
	
	
	301-805-3018

	Darrell
	Shoup
	HTSI/WSTF
	dshoup@wstf.nasa.gov

	
	
	
	505-524-5241

	Rance
	Skidmore
	Boeing
	rskidmore@qwest.net

	
	
	
	480-883-3970

	Bob
	Sliko
	LM/GSFC
	rsliko@csc.com

	
	
	
	301-794-2502

	Cheryl
	Smith
	HTSI/GSFC/NENS/450
	Cheryl.Smith@honeywell-tsi.com

	
	
	
	301-805-3030

	Furman
	Smith
	WSTF
	fsmith@smtp3.wstf.nasa.gov

	
	
	
	505-524-5394

	Steve
	Solis
	DOD/CPSG/ZJJ
	Steve.Solis@lackland.af.mil

	
	
	
	210-977-4915

	Vicki
	Stewart
	NASA/GSFC/291
	Vicki.Stewart@nasa.gov

	
	
	
	301-286-6205

	Robert
	Sutton
	CSOC/MSFC
	Robert.Sutton@csoconline.com

	
	
	
	256-961-9469

	Mark
	Sweeney
	MCI
	Mark.Sweeney@mci.com

	
	
	
	703-343-6016

	Steven
	Testoff
	SGT/GSFC/NENS-MOMS
	stestoff@sgt-inc.com

	
	
	
	301-805-3066


	Linda
	Thomas
	WSC
	lthomas@mail.wsc.nasa.gov

	
	
	
	505-525-6336

	Fred
	Thompson
	Qwest Communications
	Fred.Thompson@qwest.com

	
	
	
	954-940-7120

	Roderick
	Thornton
	KSC/KICS
	Roderick.Thornton-1@ksc.nasa.gov

	
	
	
	321-867-2241

	Gerald
	Tonies
	Cisco Systems
	jtonies@cisco.com

	
	
	
	714-803-4115

	Roy
	Uehara
	Quintron
	Uehara1230@aol.com

	
	
	
	626-893-5893

	Richard
	Urban
	Avtec
	rurban@avtec.com

	
	
	
	818-407-0400

	Richard
	Wegener
	LM/JSC
	Richard.wegener1@jsc.nasa.gov

	
	
	
	281-483-0246

	Larry
	Wheeler
	AMERICOM Govt. Services`
	Larry.Wheeler@americom-gs.com

	
	
	
	609-987-4235

	Andre
	Wiggins
	HTSI/GSFC/CSOC/NENS/MOMS
	alwiggin@pop500.gsfc.nasa.gov

	
	
	
	301-286-2725

	Brian
	Willis
	USA/KSC
	brian.l.willis@usa-spaceops.com

	
	
	
	321-867-7687

	Paul
	Wilson
	Raytheon/GSFC/291
	pwilson@sled.gsfc.nasa.gov

	
	
	
	301-286-4833

	Robert
	Wisner
	SAIC/UNITeS
	Robert.P.Wisner@msfc.nasa.gov

	
	
	
	256-961-0422

	Mike
	Yettaw
	NASA/DFRC
	Mike.Yettaw@dfrc.nasa.gov

	
	
	
	661-276-3253


A total of 99 persons attended all or part of the Third MCWG.

MCWG Minutes

WELCOME

A. Mr. Edward A. Lawless convened the Third Mission Communications Working Group (MCWG) at the White Sands Test Facility (WSTF) to discuss National Aeronautics and Space Administration (NASA) Integrated Services Network (NISN) mission support, future requirements, and issues/concerns.  Mr. Lawless welcomed the attendees to the Third MCWG and thanked the WSTF and White Sands Complex (WSC) for hosting the meeting.  

B. Mr. Mike Kirsch, Deputy Manager at WSTF, welcomed the attendees to New Mexico (NM) and the WSC.  Mr. Kirsch commented that NM was a great place to work and live and hoped that everyone had an opportunity to enjoy the Las Cruces area during their stay.  Mr. Kirsch stated that in the spirit of one NASA, he appreciated everyone taking the time to get together to work communications issues.  In the spirit of Columbia, he hoped that the MCWG would be a forum where dissenting opinions were heard.  He stated how he was struck by the emails in the Columbia report and how the flight rationale for the External Tank (ET) was mis-conceived.  He wanted the attendees to search for mis-conceived rationales and to speak out.  He asked everyone to engage in open discussion, voice their opinions, and work out the issues.  Mr. Lawless thanked Mr. Kirsch for his openness and stated that the comments were very appropriate to the MCWG.  The MCWG is a working group and very focal in its discussion of issues/concerns.

SPACE NETWORK OVERVIEW

A. Mr. Jim Gavura, WSC Station Director, presented a Space Network (SN) overview (refer to the presentation, Space Network Overview).  The SN mission is to provide communications data relay for command, telemetry, and science data and tracking services for Low Earth Orbiting (LEO) satellites.  This includes the Space Shuttle, International Space Station (ISS), Expendable Launch Vehicles (ELV), and Science customers.

B. There are two major terminals in NM.  The two terminals are the White Sands Ground Terminal (WSGT) and the Second TDRS Ground Terminal (STGT).  There are five Space-to-Ground Link Terminals (SGLT) and the WSC Alternate Resource Terminal (WART).  The SGLTs are large antennas and strings of ADPE and Radio Frequency (RF) equipment.  There are prime and backup strings.  There is a terminal at Guam and the terminal is being upgraded.  There are nine Tracking and Data Relay Satellites (TDRS).  There is no longer a Zone of Exclusion (ZOE), as it is covered by the Guam terminal.  T-8 is fully operational.  T-9 will transition to operations soon, to be followed by T-10.  T-1 is assigned to the National Science Foundation (NSF) as the South Pole Relay.  There is an S-band station and a Very High Frequency (VHF) system for Soyuz and ISS support.

C. Mr. Gavura stated that as an indication of the amount of support at WSC, the latest daily report had 277 events supporting 14 customers.  A total of 350 hours of data was received in 24 hours.  SN functions include the scheduling of customer services, TDRS operations, customer operations, and customer data interfaces.  The TDRS control center is at White Sands.  Customer operations are automated, computers set up the TDRS ground station in response to schedules.

D. Typical daily activities include identifying and resolving anomalies; performing TDRS housekeeping functions; supporting scheduled test activities; performing preventive and corrective maintenance; performing sustaining engineering; implementing system enhancements in response to customer requirements; and supporting round-the-clock operations, maintenance, security, and facilities requirements.  He noted that all sustaining engineering (Hardware [H/W] and Software [S/W]) is performed on site.  

WSC SAFETY BRIEFING

As a requirement for visitors to the WSC, a safety briefing was provided.  The briefing is required because there are numerous hazardous materials on site.  In the case of an alarm, visitors were instructed to follow their escort.  

MCWG OPENING

A. Mr. Edward Lawless presented the MCWG charter (refer to the presentation, Mission Communications Working Group (MCWG) Charter).  He noted that the group met to talk about commonalities and surface problems and work solutions.  He reviewed the MCWG goals and objectives (refer to the presentation, Third Mission Communications Working Group (MCWG) Goals and Objectives).  The goals are to:

· Maintain continuity into the Unified NASA Information Technology Services (UNITeS) contract era with an understanding of the new organization.

· Continue to develop professional relationships amongst the operations and engineering personnel that support and maintain the NISN mission network.

The Consolidated Space Operations Contract (CSOC) ends on March 30, when the UNITeS contract takes over.  Mr. Lawless reviewed the MCWG objectives:

· Surface Mission Network issues and concerns and be proactive in their resolution.

· Provide a forum for the open exchange of information pertaining to network changes driven by new requirements.

B. Mr. Lawless reviewed the missions supported since the Second MCWG (refer to the presentation, Missions Supported Since the Second Mission Communications Working Group [MCWG]).  He noted that there has been no support of Space Shuttle since STS-107, but that it has been a busy period in support of other vehicles, including four drops from L-1011s.  

C. Mr. Lawless reviewed the list of requested MCWG splinter group sessions and their schedules:

1. IONet Troubleshooting and Coordination for the SN and Ground Network (GN).

2. ISS K-band Forward/OCA In-house Troubleshooting.

3. Mission Operations Training and Proficiency Round Table Discussion.

4. Terawave Testing.

5. NISN Diversity.

6. Multi-channel Digital TV.

7. Mission Operations Voice Enhancement (MOVE).

UNITeS CONTRACT OVERVIEW

A. Mr. Mark Lawrence discussed the UNITeS contract, (refer to the presentation, Mission Communications Working Group UNITeS Contract Overview).  The UNITeS program will perform Information Technology (IT) management service functions agency-wide with the principal location of performance being the Marshall Space Flight Center (MSFC).  The period of performance is 5 years.

B. SAIC is the prime contractor and is committed to delivering the best value services and solutions based on innovative applications of science and technology.  The UNITeS team is driven by quality and customer satisfaction.  The team is a diverse and well-integrated team.  The Program Manager is Mr. Dan Harris.  The Deputy Program Manager is Mr. Lou Rau.  Mr. Mike Mink is the Agencywide Services Project Manager and Mr. Rob Wisner is the Manager of Network Services.

C. The organization includes a Program Management Office (PMO) and an Executive Committee made up of the Subcontractors.  Within the PMO is the Customer Relations organization.  Continuous feedback and customer satisfaction are a critical component of the SAIC approach.

D. The Goddard Space Flight Center (GSFC) environment comprises the Millenia, Mission Operations and Mission Support (MOMS) and UNITeS contracts with some overlap.  Mr. Lawrence has the responsibility for the GSFC environment.  Mr. Joe Aquino asked if the personnel on the UNITeS contract will be the same as in the previous contract.  Mr. Lawrence stated that the incumbent capture rate was high.  Mr. Rob Wisner stated that Mr. Lawrence is the point man at GSFC.  There was a very successful turnout of incumbent staff.  Mr. Scott Douglas stated that the civil service staff will be taking a more active integration role.  There may be some personnel on Millenia and it is the government’s role to bring the right resources to the task. 

WIDE AREA NETWORK/LOCAL AREA NETWORK INTERFACES AND 

RESPONSIBILITIES

Mr. Scott Douglas gave a presentation on the Wide Area Network (WAN)/Local Area Network (LAN) interfaces (refer to the presentation, WAN/LAN Interfaces and Responsibilities – Local Wiring).  During CSOC, a number of sites began using NISN charge numbers for local wiring and troubleshooting support.  Now that CSOC is over, some sites are looking to NISN for money due the precedent.  Mr. Douglas stated that NISN will not pay for local wiring and troubleshooting support.  NISN will not pay because NISN has no requirement at any site that is not driven by a project or a provider at that site.  Under Full Cost Accounting, the cost will be passed back to the project with additional NISN overhead.  It is in the Project’s best interest for the site to bill directly.  Prior to CSOC, NISN and Nascom had Host Center Agreements with the sites to have the sites cover performing local wiring and troubleshooting.  Ms. Monique McLamb stated that unless the contract is written very specifically in this way, it will be difficult to get support.  Mr. Douglas replied that it is between a contractor like KICS and the Kennedy Space Center (KSC) to work it out.  If KICS needs money for these activities, KSC will need to charge the customers.  Mr. Richard Wegener responded that the sites will not then have to work by the NISN implementation schedule.  Mr. Douglas stated that NISN will provide as much notice as possible.  Any schedule conflicts will have to be resolved at the upper management level.  Mr. Jay Lipford asked if the sites and customers will have to pay the cost of implementing NISN required new equipment.  Mr. Douglas stated that NISN will work to engineer the most cost effective solutions, but the sites are expected to budget.  A question was raised as to the ‘WILCO’ of requirements.  Mr. Douglas stated that there will be no difference, but it may be necessary to evaluate whether the sites will have to ‘WILCO’ requirements as well.  Mr. Joe Finney stated that this issue is being reviewed.

HIGH RATE DATA AND VIDEO SYSTEM/STAT MUX UPDATE PLANS

A. Mr. Robert Sutton provided a High Rate Data and video System (HRDVS)/Stat Mux presentation (refer to the presentation, HRDVS/Stat Mux Upgrade Planning).  The upgrades are centered on the end of the Transponder 5 contract and the Non Maintainable Equipment (NME) status of the stat mux.  Mr. Sutton reviewed his understanding of the Transponder 5 requirements: launch, on-orbit, and landing.  Uplink sites are KSC, MSFC, Johnson Space Center (JSC), and WSC.  Downlink sites are KSC, MSFC, JSC, GSFC, WSC, and the Dryden Flight Research Center (DFRC).  The Transponder 5 contract is currently extended until September 2005.  It has been know for a while that the stat mux equipment is NME.  Mr. Sutton reviewed the proposed upgrades.  To date, a 100 percent compatible replacement for the stat mux has not been found.  Work with vendors continues.  Terawave could be a possible solution with work.  Transitioning ICE/Mission Evaluation Room (MER) video to MPEG 2 will eliminate the need for the Colorado hardware.  Transitioning the Space Shuttle downlink TV to MPEG 2 is being examined.  Video would be encoded at WSC and suitable for terrestrial transport.  This option would eliminate the need for switching between data and video at the earth stations.

B. Issues and concerns include the cost of development for the stat mux replacement, Return to Flight (RTF) impacts on schedule, and long-term plans for Transponder 5.  Mr. Joe Aquino stated that the program has decided to keep Transponder 5 for the next 2 – 3 years.  It is not expensive to continue the service.  Mr. Bill Manning stated that the schedule shows Transponder 5 through 2008, but the cost has only been reviewed through 2005.  A renegotiation could be managed for the longer term.  Mr. Scott Douglas stated that Terawave testing needs to be separated from Pathfinder.  The Pathfinder program is a dead issue.  The pilot service was never upgraded to mission capability.  He suggested investigating supporting Asynchronous Transmission Mode (ATM) over a Domsat interface.  This option should meet current stat mux requirements at a low cost.  Mr. Joe Aquino stated that there is a low-cost solution in place at this time.  Mr. Douglas stated that the stat muxes need to be replaced, but that if continuing Transponder 5 is the lowest cost solution, then continue its use.  Mr. Jay Lipford stated that he was concerned with the Terawave problems.  He felt that the vendor support was not adequate.  Mr. Sutton disagreed, stating that for the amount of money provided to the vendor, the support was actually very good.  Mr. Lipford also stated that the Terawave had not proven good enough for a production box.  Mr. Sutton agreed that there have been issues and the boxes were being pulled back for further, more extensive testing in the laboratory.  Mr. Douglas stated that KSC and the Air Force (AF) has extensive Terawave deployments, and an effort should be made to contact the people with Terawave experience to determine if Terawave is a viable solution

GUAM BANDWIDTH UPGRADE

Mr. David Glasscock provided a Guam communications upgrades presentation (refer to the presentation, Guam Communications Upgrades).  Currently there are 6 T-1s in a three and three redundant, diverse configuration.  This configuration will be upgraded to 2 redundant, diversely routed DS-3s.  The secondary DS-3 is waiting on hardware at the Navy base.  The primary DS-3 is scheduled to be completed after the build-out by Quest at WSC.  The final, complete, End-to-end (ETE) diversity will be implemented after the completion of trenching at Guam.  When the circuits are in place, they will be tested 24 hours continuously with the firebird setup, followed by 3 weeks of operational testing prior to releasing the 6 T-1 circuits.  The timeline is under review, but the target date is April 2004.  Primary routing issues have been resolved.  The primary path is no longer through China.  Mr. Joe Aquino stated that Space Shuttle video through Guam is being evaluated. 

WSTF COMM OVERVIEW

Mr. Furman Smith provided a WSTF communications overview (refer to the presentation, White Sands Test Facility Communications & Status Overview).  The White Sands Space Harbor (WSSH) Comm Center will be receiving a voice recognition system for base station keying.  This system will support all consoles.  A new tower is also being installed.  A trunking System Management Terminal (SMT) is being installed and will allow resetting on the fly.  There are 15 copper voice circuits to the White Sands Missile Range (WSMR), but 23 are needed.  The Quindar encoder and decoder is inoperable and not repairable.  There are no plans to replace the Quindar system unless there is a requirement.  Mr. Bruce Schneck accepted an action item to determine if Quindar keying is required for WSSH landings (action item MCWG-02/04-01).  Portable radios for Space Shuttle support are needed.  There is no T-1 connectivity for communications, but fiber is available.  The WSSH Operations Control Center (WOCC) has 10-channel communications consoles (5 each), 8-channel communications consoles (5 each), 200-pair copper between the Comm Center and WOCC, a WSTF LAN connection, and 4 strands of fiber to the Comm Center.  The WSSH Air Traffic Control Tower (ATC) has limited connectivity to the Comm Center.  The Convoy Command Vehicle (CCV) has been reworked recently.  There are four 10-channel consoles.  A patch panel was installed.  There are 2 Ultra High Frequency (UHF) ground/air radios and 1 VHF ground/air radio, 8 trunking radios, 2 generators and UPS, and NASA select TV.  Mr. Smith reviewed a block diagram of the anticipated configuration.  He noted that Holoman AFB (HAFB) is an Abort Once Around (AOA) site.  The WSSH connectivity objective is to establish an independent, redundant comm. Link between WSSH and WSTF using modern microwave technology.  The option available includes DS-3 microwave radio system solar powered mountain top repeater.  The system provides high reliability, full redundant remote diagnostics, and 28 T-1 circuits.  The estimated cost is 500k.  Thirteen trunked channels support the WSSH area.  HAFB requires 6 channels; WSMR requires 5 channels; and NASA requires 12 channels.  Based on available data, WSSH requires an additional trunking site to support Space Shuttle.  

NISN TECHNICAL INTERCHANGE MEETINGS

Mr. Edward Lawless stated that there are a number of active NISN Technical Interchange Meetings (TIM) being conducted to coordinate communications support to the various projects and programs.  The TIM chairpersons presented TIM overviews.

A. National Oceanic and Atmospheric Administration (NOAA)/Geostationary Operational Environmental Satellite (GOES)/POES TIM (refer to the presentation, NOAA/GOES/ POES TIM).  Mr. Edward Lawless stated that the GOES project office is at GSFC.  The TIM was formed in December 2001, to receive and address customer needs in a responsive manner, maintaining customer satisfaction throughout the process.  The last TIM was conducted in February 2004.  Items of discussion included the spacecraft schedule, SAIC contract award, and action items.  The next TIM is scheduled for March 25, 2004.  Mr. Lawless introduced Mr. Bill Ihnat who is scheduled to assume the chairmanship of the TIM.

B. Chandra TIM (Refer to the presentation, Chandra TIM).  Mr. Lawless stated that the Chandra TIM was formed in August 2002.  The project is managed from MSFC.  Early TIMs involved reconfiguration of services between the Chandra TRW facility in CA and the Chandra Control Center in Cambridge, MA.  More recent activities involved moving one of the existing GSFC to Chandra T-1s to the Restricted IONet.  Cost estimates have been received and presented to the project.  The required equipment is in the procurement cycle.  The next TIM is currently unscheduled.  Mr. Scott Douglas stated that the routers have been ordered and a TIM should be scheduled for the upcoming weeks.

C. Human Exploration and Development System (HEDS) Comm Working Group (refer to the presentation, HEDS Comm Working Group).  Mr. Bill Manning stated that the HEDS Comm Working Group was chartered to coordinate all aspects of WAN service implementation in support of HEDS missions.  The membership includes the NSMs, NISN Customer Service Representatives (CSR), WAN Systems Engineering, JSC Systems Engineering, JSC Voice Control, WAN outsource, MSFC Ground Support Requirement Team (GSRT).  This working group is part of the Network and Communications Analysis Integration Team (NACAIT).  Current activities include the WAN Worksheet development, NISN Service assessment study, moving OCA to the WAN from the current ISDN, and 2-way video to the Canadian Space Agency (CSA).

D. NACAIT.  Mr. Joe Aquino stated that the NACAIT activity is covered by MCWG presentation items.

E. NOIT.  Mr. Richard Wegener reported that the NOIT is a new team.  The team is funded by NASA Headquarters and comprises four contractors.  The primary focus of the team is to keep the Flight Operations Team in the know on network changes.  Mr. Aquino is informed of changes that will affect other centers.  Mr. Aquino stated that this team fills a void left by CSOC and is an integration team.  The team has a Statement of Work (SOW), but not a charter.  Mr. Lawless asked if the SOW can be published.  Mr. Wegener replied that he would inquire if there were any contract issues involved in publishing the SOW.

F. McMurdo.  Mr. Lawless stated that Mr. Patrick Smith could not make the MCWG.  McMurdo has a T-1 to the United States.  That link was recently rerouted via Centennial, Colorado.  NASA uses a portion of this T-1 for it’s GN station, located in McMurdo.  

IONET SECURITY OVERVIEW

Mr. Tracy Dorsey provided an IONet security overview (refer to the presentation, IONet Security Overview).  There are two driving principles: a NASA Procedures and Requirements (NPR) and access policy.  These are binding on all customers.  NASA GSFC Code 290/Information Services Division (ISD) expects all projects with foreign and commercial users to incorporate required security safeguards in their contracts with these users.  Code 290 has the responsibility to provide complete Network Security.  Data confidentiality, if required, is the responsibility of the data owner.  ISD is required to audit all locations with access to the IONet.  Bernie Tomardy is the Network Security Officer (NSO).  He is the final authority and works closely with the Inspector General.  Physical access to all equipment connected to the Closed IONet must be restricted.  A National Agency Check (NAC) is required for all personnel with access to the IONet equipment.  IONet personnel control all muxes, switches, hubs, and routers connecting projects or centers.  Connections to the Open and restricted networks from the Closed network are via the IONet firewall only.  All IONet IP addresses are classified as Administratively Control Information (ACI).  Audits are mandated for new projects, compromised systems, and/or at least every 3 years for all projects.  Audits will include compliance with physical and IT security policies.  Vulnerability scans will be performed by the IONet Audit Team.  Security and network engineering teams will make recommendations for remediation of outstanding issues.  New facilities or sites contact the appropriate Communications Service Manager (CSM) or NISN Service Manager (NSM).  If equipment is being added, contact the IONet Security Office.  The primary contact is Ms. Mary Foote.  Vulnerability scans are conducted quarterly or as dictated by NASA Headquarters.  Scans are conducted against vulnerabilities defined by NASA Headquarters.  These scans are separate from audit or new connection scans.  Mr. Bernie Tomardy can be contacted at (301) 286-8089/ Bernard.V.Tomardy@nasa.gov and Ms. Mary Foote can be contacted at (301) 794-2826/ mfoote@shield.gsfc.nasa.gov.

IONET SERVICE CLASSIFICATIONS

A. Mr. Norman Reese gave a presentation on IONet service classifications (refer to the presentation IONet Service Classifications).  There are three different IONets.  IONet service Classifications are established to meet specific operational and security requirements: Open IONet, Restricted IONet (new), and Closed IONet.  Determining factors for the nets include availability, external connectivity requirements, IT security protection, and IT response capability.  The new Restricted IONet was established to meet the need for a network that can support mission critical real-time data flows for projects that have requirements to connect to other networks.  The Closed IONet does not allow connections to external networks or private networks.  The Open IONet was designed to support the more liberal needs of the science community, but does not support 24x7 mission critical real-time data flows.  The initial deployment of the Restricted IONet will be to support the Deep Space Network (DSN) data flows for the Messenger Mission.  Additional projects will be considered starting in the Spring, 2004.

B. Mr. Reese provided a diagram of the IONet tiers and the firewall configuration.  The Restricted IONet will be separated from the Open IONet via an IONet firewall.  The Closed IONet will be separated from the Restricted IONet via an IONet Secure Gateway.  Services such as Mission Science data flows will be on the Open IONet.  Control Centers with external connectivity requirements and the gateway for the DSN tracking stations will be on the Restricted IONet.  External networks such as the NISN SIP and Premium IP (PIP), GSFC CNE, and Internet will access the Open IONet via DOORS.  

C. The Closed IONet provides the highest possible security posture.  The Closed IONet provides complete control of external IP access to these control centers and ground stations.  The Restricted IONet provides a response capability to IT security incidents, warning, and denial of service attacks.  The Restricted IONet will not support the native 4800-bit block.  The new Restricted IONet will support commanding.  The Open IONet was designed to support mission science and the open nature of the support reduces IT security response capability.  The projects assume responsibility for IT security and recovery plans.

D. Mr. Reese stated that there were problems with the Nortel router upgrades.  Code has been received to fix the ‘bugs’.  The upgrade needs to be accomplished at L-6 months of RTF.

NASA/USAF SUPPORT POSTURE

Mr. Edward Lawless stated that this item was included on the agenda because of a number of inquires regarding the NASA-USAF support status.  Mr. James Bangerter, Human Spaceflight (HSF) Network Director (ND), stated that the relationship will continue.  A letter has been prepared to extend the Memorandum of Agreement (MOA) indefinitely until the MOA can be revised for Space Shuttle, ELV, and science support.  The AF is moving the control center from Onizuka AFB (OAFB) to Shriever AFB (SAFB).  NASA is in discussion with the AF regarding the move.  Mr. Bruce Schneck stated that for RTF, the data transport and interfaces will remain the same; however, the voice lines need to be evaluated.  Mr. Bangerter stated that normally MOAs are for a period of 5 years.  The letter will not have a specific date.  Mr. Cliff Gatewood stated that the interfaces at OAFB will remain the same for RTF and there is voice capability between OAFB and SAFB.  Ms. Michele Mascari stated that the AF will extend voice to SAFB via an AF network; however the voice circuits do not come into a location that supports Space Shuttle.  Mr. Rance Skidmore stated that GOES has a request for the AF to support.  A meeting is set for March 2004.  Mr. Bruno Schonbrunner stated that there have been discussions regarding Santiago (AGO) support.  Mr. Bangerter stated that AGO was looked at for Space Shuttle, but it was determined that it was not needed due to the continuation of the AF Remote Tracking Station (RTS) support.  Any AGO discussions are not Space Shuttle driven.

NASCOM OPERATIONS OVERIVIEW

Mr. Greg Logan gave a presentation on Nascom operations overview (refer to the presentation, NISN/Nascom).  Mr. Logan reviewed the NISN/Nascom organization chart.  The following positions exist:

a. Lead Comm Mgrs.  Responsible for the overall management of the NISN/Nascom communications network.

b. Five Mission Comm Mgrs.  Responsibilities include the coordination of all SN, GN, and DSN networks during Space Shuttle/ELV launches, related tests, and simulations.

c. Four Shift Comm Mgrs.

d. Four Shift Tech Coords.

e. One position in the Nascom Network Scheduling Group.

f. Two Network Resource Analysis positions.

g. Ten Voice Control positions.

h. Five Nascom Security (SWO) positions.

i. Three Documentation, administration, and facility helper positions.

j. Twenty cable plant and maintenance positions.

k. Six GSFC TV positions.

l. Forty-five IPNOC, Tech Control, CD managers on the Millenium contract.

Should real-time problems occur, the first POC is the Comm Mgr.  A discussion ensued pertaining to situations in the past where problems did not seem to be reported to the correct position or were not communicated to the users.  The process for reporting problems is to report the problem to the Comm Mgr.  The Comm Mgr will work the problem and call the end points.  Mr. Edward Lawless reminded the attendees that there is shared responsibility between the Comm Mgrs and the customers to report problems in both directions and coordinate resolutions.  

NORWAY SERVICES UPDATE

Mr. Scott Douglas discussed the Norway fiber initiative (refer to the presentation, Norway Fiber Initiative).  This initiative is driven by NASA Headquarters.  The National Polar-orbiting Operational Environmental Satellite System (NPOESS) Integrated Project Office (IPO) has an international agreement with the Norwegian government to provide diverse OC-3 SONET Ring connectivity from Svalbard, Norway to New York, NY.  NASA Headquarters has an Inter-Agency MOA with the NPOESS IPO to share bandwidth and cost on this link.  The preliminary agreement is for the NPOESS IPO to provision a 75-Mb/sec Layer-2 MPLS tunnel from Svalbard to Suitland, MD for NASA’s use.  The bandwidth allocation includes bandwidth for the Closed EBNET, Open IONet, Closed IONet, four consoles at 9.6 kb/sec, and 3 voice circuits at 32 kb/sec.  MCI and AT&T maintain the current services to Norway.  Telenor maintains the microwave and satellite links.  The MPLS tunnel will be provided by NPOESS and will support 9000 byte jumbo frames.  The security is similar to TDM.  The fibers are true SONET Rings.  The general concept of using Layer-2 MPLS to segregate traffic has been validated.  SONET and transport LAN services from Suitland to GSFC are being priced.  A Design Review is scheduled for March 2004.

SHUTTLE SUSTAINABILITY

Ms. Theresa Juranek gave a Space Shuttle COMSEC sustainability briefing (refer to the presentation, Space COMSEC Sustainability).  AF Code ZJ is responsible for procurement and life-cycle support of Space applications INFOSEC products.  This Code provides COMSEC equipment for the Space Shuttle.  Support provided to NASA includes the KGR-28, KGG-29, KGR/T-61, KGX/R/T-60, KYK-26 key loader, and key materials.  The KGR-28 and KGG-29 SGLS boxes are 1960s-era equipment.  The KGR-62, KGT-62, KGR-61, and KGT-61 boxes are 1980s-era equipment.  The KYK-26 loads key into the KGX-60 (flight box) for space communications.  This unit is undergoing modification.  The KGR-60 and KGT-60 units are designed for he Space Shuttle payload commanding and telemetry downlink from Orbiter payloads.  Sustainment estimates show that support for some units is capable through 2010.  Some of these units have a high risk due to obsolete spare parts or low quantity of rotation stock for sparing.  The equipment is reliable, but the chance of failure is increasing.  It is very difficult to sustain the operational units.  Thirteen percent of the aging inventory will be unsupportable in the next 5 years.  Thirty-eight percent of the aging inventory will be unsupportable in the next 12 years.  A crypto modernization effort is underway to upgrade legacy Space COMSEC products.  There will be new ground products to replace the SGLS, ELWELL, and MYK units.  One of the guidelines calls for all electronic keying, no more using tapes or floppies.  Ms. Juranek described some of the plans for upgrading the ground and satellite COMSEC equipment.  Code ZJ recommends that the MYK-5 units not be replaced today.  The old version will not be compatible with future equipment.  It is advised that NASA wait until 2007 when the new units are available.  There is also a great difference in cost: $50k vs. $8-9k.  Code ZJ needs to understand Space Shuttle requirements to plan future equipment upgrades.  There is a need to address this issue; the inventory of parts/equipment is running low, there is an increased risk of failure, and the units will not be sustainable after a period of time.  Mr. Scott Douglas recommended that NASA hold off for the short term.  Mr. Joe Aquino stated that after reviewing the sustainment estimates, the Spaced Shuttle is good until 2011.  Mr. Steve Solis stated that the units may be good until 2011, but spare parts are becoming unavailable.  NASA needs to replace the units, but should wait until the modifications are complete.  Code ZJ wants NASA input on the design of the new products.  One thing to note is that the new units will be much smaller.  This issue needs to be discussed.  When Code ZJ changes, everything is affected.  Mr. Aquino stated that he would carry this issue to JSC.  It was noted that this issue arose at KSC during the Shuttle Forward Link (SFL) discussions.  Mr. Douglas commented that this is a good topic for the Network Support Group (NSG) meeting to be held at the end of March at JSC.  Mr. Solis reiterated that this initiative is driven by NSA directive.  Today’s computer power makes it much easier to compromise code.  The new equipment has new algorithms that make it much harder to compromise code.  Mr. Douglas stated that he would get Ms. Juranek and Mr. Solis in contact with Mr. Jim Bangerter and Mr. Bruce Schneck.

4800-BIT BLOCK 

Mr. Scott Douglas gave a presentation on the status of the 4800-bit block (refer to the presentation, 4800-bit Block Service Levels and Full-cost Accounting).  Mr. Douglas stated that at the last MCWG and NISN Customer Forum, the user community was advised that the Encapsulated 4800-bit block customers would have to list their requirements as real-time mission critical in this year’s PSLA.  NISN has created two new service levels instead:  Mission Critical Encapsulated 4800-bit block support and Real Time Critical Encapsulated 4800-bit block support.  The requirements and pricing will be in this year’s PSLA.  These new service levels will cost the customer more.  The increase in cost is to incentavize the customers to move off the 4800-bit block.  This will impact the customers when full-cost accounting is implemented.  For now, the services are CORE.  Mr. Joe Aquino asked about WSC.  Mr. Douglas replied that he is hoping that this strategy will cause the customers to put pressure on the SN to support other protocols.  The 4800-bit block is very expensive for NISN to maintain.  In recent weeks, hundreds of hours were spent on 4800-bit block support.  Mr. David Glasscock suggested that a group of people who work Multiplexer/Demultiplexer (MDM) issues should look at this issue.  There is no desire to produce a Small Conversion Device (SCD) farm at WSC.  Mr. Aquino stated that this should be a NASA Headquarters issue.  NISN should not be charging the customer for a change that the customer has no choice but to accept.  This is a Code M issue and should be resolved by Code M.  Mr. Aquino stated that he would not sign a PSLA with this in it.  The MDMs have to be replaced at other sites before JSC can replace its MDMs.  Mr. Douglas stated that this will become a customer problem eventually, when he has to pass on the high cost of 4800-bit block support to the customers.  

ISS DOWNLINK ENHANCEMENT ARCHITECTURE STATUS

Mr. Robert Sutton provided an ISS Downlink Enhancement Architecture (IDEA) status (refer to the presentation, ISS Downlink Enhancement Architecture (IDEA) Project Implementation Status).  The project is managed at MSFC.  The goals are to lower recurring operations, maintenance, and ground communications lease costs for the ISS Ku-band Return Link service; and increase the ground Ku-band downlink distribution capacity from 50 Mb/sec to 150 Mb/sec.  The implementation strategy is a two-phase strategy.  The vehicle downlink testing to 150 Mb/sec was successfully completed.  Phase 1 is up and running.  Integrated IDEA systems have been deployed to JSC and WSC.  ISS Domsat service was been extended through January 2004.  There was no cost increase to the program.  IDEA out performed Domsat in testing.  Phase 2 remaining work includes completing the FDP software, completing PDSS software development, procuring IP/TAXI converters for the Mission Control Center-Houston (MCC-H) interface, and supporting documentation updates.

ISS VIDEO UPGRADE

Mr. Bill Manning discussed ISS downlink video (refer to the presentation, ISS Downlink Video Distribution JSC Upgrades).  ISS video at JSC is moving from analog to digital.  Mr. Manning provided an overview of how video is encoded at JSC.  The CISCO IP TV encodes the NTSC composite signal and distributes IP multicast packets.  The multicast IP packet encapsulation reduces bandwidth requirements.  A user has to be multicast enabled to receive the signal.  The signal then goes on the NISN PIP routed data network at JSC.  MSFC decoders receive IP multicast packets and decode to NTSC composite output.  CSA transit is via NISN SIP routed data network to a peering location at Chicago.  Glenn Research Center (GRC) decoders receive IP multicast packets and decode to NTSC composite output.  The host PC has to be registered and it is the only PC allowed to receive the video.  RPIs transit is via NISN PIP/SIP routed data network to a peering location.  The decoder receives IP multicast packets and decodes to NTSC composite output.  Multiple PCs cannot receive the video.  Fiber between Buildings 8 and 17 at JSC is being lighted.  During the Phase 1 upgrade, old fiber optics interface equipment and fibers will be replaced.  During Phase 2, the IDEA data format will be exploited to eliminate format conversions.  During Phase 3, the MPEG-2 decoders will be upgraded to accept digital video input.  The replacement will be part of the NISN sustaining support.  

CURRENT NISN SERVICE REQUEST PROCESS FLOW FOR MISSION SERVICES

Mr. Joe Finney discussed the Mission NISN Service Request (NSR) process (refer to the presentation, Mission NISN Service Request Process).  The Customer Interface Group (CIG) is the single POC and NISN project lead for customer requirements and services.  The CIG consists of the NASA NSMs and CSRs.  Mr. Finney reviewed the list of POCs and provided an overview of the NSR process.  A requirement needs to be validated.  It has to be determined if the customer is a valid customer, authorized by NISN and there is an intent to fund.  There is also a Fast Track route.  In the past, all requirements took the same approval path, but it was found that some requirements are easier to validate.  An NSR that doesn’t require a Cost Estimate is sent for funding.  An NSR that requires a Cost Estimate is sent for a Design, Cost, and Schedule Package (DCS).  When the customer approves the DCS, the NSR is sent for funding.  When the funding is approved, the NSR has Authorization to Proceed (ATP), and is sent for implementation.  To confirm ATP, the NSR must be validated, a DCS provided and approved by the customer, and funding approved.  A question was raised regarding urgent requests.  Mr. Finney stated that there is a prioritization process.

MISSION OPERATIONS VOICE ENHANCEMNT STATUS

A. Mr. Dan Duffy provided a MOVE status (refer to the presentation, MOVE-Sound Communications Solutions-Mission Operations Voice Enhancement).  The MOVE mission is to replace mission voice systems at 20-plus locations over the next 5 years.  Mr. Duffy shares responsibility for this project with Mr. Doug Fooshee/MSFC.  MOVE will be a single-vendor large quantity buy; provide system commonality; and provide increased performance, reliability, and capabilities.  The system architecture is a T-1 architecture that will support Voice Over IP (VOIP) and digital recorders.  The digital recorders will be a separate procurement. 

B. Voice compression has been discussed, but there are no switches to support this.  Compression will have to be done by NISN.  Mr. Richard Wegener asked if MOVE could be combined with the NSAP Technology Upgrade (NTU).  Mr. Scott Douglas replied that the MOVE project is coordinating with the NTU project.  There is really nothing in NTU that facilities compression.  

C. Each site is autonomously controlled.  The vendor will provide training, sparing, and on-site critical spares.  The vendor will provide 24x7 support.  The vendor will perform board and keyset repairs.  Mr. Jim Gavura asked the cost of the 24x7 vendor support.  Mr. Duffy replied that the 24x7 support is call-in support and not the vendor on site 24x7.  If a problem arises that the facility can’t resolve, the vendor is called in.

D. Mr. Wegener asked how ordering large numbers of new keysets for new facilities will be handled. Mr. Duffy replied that the switches are wired for 20-percent expansion.  This future capability is based on site requirements.  If there is a known requirement for a facility with a large keyset requirement, this should be communicated to the MOVE site representative.  The vendor has the capability to meet new orders, but as with any other large procurement, advanced planning is required.  Mr. Edward Lawless stated that, perhaps, there could be a keyset set-aside.  The vendor will have to be informed by the centers and projects of their growth requirements.  

E. MOVE accomplishments include: project proposed April 03, NASA Headquarters buy-in in April 03, MOVE site representatives identified May 03, MOVE Fiscal Year (FY) 05 – 09 budget approved November 03, contracting officer assigned in January 04, and the MOVE Board established February 04.  

F. NASA Headquarters will fund the switches, transition equipment, training, maintenance, installation, sparing, and the digital recorders.  The projects are responsible for buying their keysets.  The old keysets will not be used.  The centers will fund facility modifications.  Mr. Dave Campbell asked if there is an overall schedule, so that projects can budget for the new keysets.  Mr. Duffy stated that there are draft schedules and the projects need to talk with their center MOVE representative. 

G. Next steps for the MOVE project include: completing the Web Site, approving the Project Management Plan, approving the System Requirements Document (SRD), approving the MOVE schedule, conducting the System Design Review (SDR), site preparation and design, and releasing the Request for Proposal (RFP).

AT&T ORGANIZATION

Mr. Tim McCann provided an overview of the AT&T organization (refer to the presentation, AT&T Organization).  Mr. McCann introduced himself as the new AT&T NASA representative.  Ms Sandy Grotheer is the Group Sales Manager.  Mr. Brian Lampl is the NASA Senior Engineer.  Mr. Tom Bisaga is the NASA Program Manager.  Mr. McCann stated that as the NASA Client Business Manager, he is the resource portal.  If there is an issue and you don’t know where to start to resolve the issues, talk to Mr. McCann.  Operations (sustaining engineering) is the responsibility of Ms. Montse Salop.  Mr. Mark Fincher is the Operations Manager (available via the 800 number).  Mr. Richard Wegener stated that the 800 number does not work in Canada.  The question was raised as to whether the Comm Mgr. should be called.  Mr. Wegener replied that the Canadian circuits are not NISN resources.  AT&T was assigned an action item to investigate providing an 800 number for reporting Canadian communications problems (action item MCWG-02/04-02).

MCI SECURITY OVERVIEW

Mr. Adam Pressman provided an MCI overview (no presentation is available).  Mr. Pressman is the Security Administrator for the Advanced Technology Group.  At one time the government looked into a government-only network.  It was found that such a solution would cost too much.  However, some solutions did arise out that exercise.  MCI offers two IP private networks that are not the Internet.  No traffic on these networks is routed via the Internet.  Security features include isolation via MPLS.  This is not an encrypted environment.  No ones see your packet except whom you allow.  Denial of service attempts will fail.  The networks are very robust.  Separate channels are provided with proprietary hardware and software, removing the opportunity and method from someone who was formally internal and might desire to do the network harm.  The MIC security policy is extreme.  A dedicated security staff is available.  

LOW SPEED NETWORK UPGRADE

Mr. Scott Douglas provided a low speed network upgrade overview (refer to the presentation, Low Speed Network Upgrade).  The low speed network consists of the Tracking Data System (TDS) and Tracking Data Blockers (TDB).  The network is 40 years old and needs to be upgraded.  The TDS functionality consists of C-band and S-band data, TTY administrative messages, 44 RS-232 interfaces, and one RS-422 interface.  The TDB functionality consists of LTAS and MDDF data, 7 RS-232 interfaces, and 1 RS-422 interface.  The reasons for the upgrade include relocations at GSFC, necessary hardware upgrades, eliminating a single-point-of-failure, and potential cost savings.  The upgrade will be accomplished in three phases.  Phase 1 will upgrade the TDS software.  Phase 2 will transition to terminal server ports in the existing facility.  Phase 3 will deploy terminal servers to remote locations as appropriate.  Mr. Douglas reviewed implementation and block diagram details for each of the three phases.  The Low Speed Network Upgrade Plan has been presented to the Network Engineering Review Board (NERD).  Updates to the Low Speed Network Requirements Document have been completed.  Security Plan updates are being worked.  A Transition Plan is being developed.  The software effort is on schedule.  Mr. Joe Aquino asked if this upgrade will affect JSC operations.  Mr. Jay Lipford stated that, ideally, the upgrade should be transparent to JSC.  Mr. Aquino asked if it will be necessary for JSC to procure any equipment.  Mr. Scott Douglas replied that it will not.  Mr. Mike Eder stated that there are some dedicated legacy circuits.  Mr. Douglas replied that the majority of dedicated circuits will remain.

SPACE LINK EXTENSIONS

Mr. Brian Safigan gave a presentation on the Space Link Extension (SLE) (refer to the presentation, Space Link Extension [SLE]).  SLEs extend the Consultative Committee for Space Data Systems (CCSDS) earth-link standards to include the ground link.  SLE increases the compatibility between ground stations and control centers.  SLE is platform and network independent.  The SLE components are the SLE functional group (an object that performs a group of functions), transfer service provider, and the transfer service user.  A transfer service user and provider of the same type may ‘bind’.  The ‘bind’ is ID/password protection capable.  Avtec SLE implementation uses a Programmable Telemetry Processor (PTP).  The PTP is the telemetry and command gateway for satellite control.  The PTP provides network control, monitoring, and data transfer.  The PTP interfaces with Commercial-off-the-shelf (COTS) ground control software.  SLE is a ground transfer data link standard that permits resources sharing.  Avtec PTPs may be used as a gateway between SLE and existing protocols.

PTP

Mr. Jose Ramirez provided an Avtec PTP product overview (refer to the presentation, Avtec Sytems).  Mr. Ramirez reviewed a list of Avtec customers that includes the AF, Navy, NASA, NOAA, Swedish Space Corporation, and the Japanese Space Agency.  Avtec SGS products include the PTPs, Avtec Ionet, and various card products.  Mr. Ramirez reviewed the capabilities of the PTP EX.  The PTP high-rate front end is based on Avtec’s PTP NT software and MONARCH-EX 400 Mb/sec frame synchronizer/telemetry simulator with Reed-Solomon Encoder/Decoder board set.  The front end interfaces with COTS satellite control software.  Avtec has supported a number of NASA programs and projects.  Avtec provided support to the MSFC Enhanced Huntsville Operations Support Center (HOSC), X-38 Crew Recovery Vehicle, DSN, Nascom IP transition, GN projects at the Alaska Ground Station (AGS) and McMurdo Ground Station (MGS), WSC, and Sealaunch.  Mr. Ramirez reviewed additional services and PTP products.

ONE NASA WAN UPGRADE

Mr. Jim Porterfield provided a presentation on the One NASA WAN upgrade (refer to the presentation, NASA Core Network Implementation Project).  NASA Headquarters has directed that a network architecture be developed that addresses the recommendation of the business case to consolidate the NISN and NISSU networks and strategically position NASA to take advantage of the advances in technology to meet future IT requirements and improve security.  The Mission network is not part of this effort.  An Architecture/Implementation Team of the best network talent in NASA, augmented with independent experts has been assembled.  A Project Steering Committee of center representatives has been assembled to ensure that agency recommendations include all center perspectives.  NASA is trying to implement a core infrastructure for an optical network with an upgrade capability of 2.5 to 10 Gb.  The CDR is scheduled for June 04. 

WALLOPS FLIGHT FACILTY GN OPERATIONS

Mr. Mark Harris provided a Wallops Flight Facility (WFF) GN operations overview (refer to the presentation, Ground Network Overview).  The GN is responsible for managing the development and operations of NASA’s sub-orbital, low, and mid-earth orbiting spacecraft supporting ground systems.  The GN provides ground-based tracking, data, communications, and range services for several orbital and sub-orbital customers.  The GN consists of numerous ground facilities, strategically placed in global locations.  The NASA GN comprises the following stations and assets: Alaska Satellite Facility (Fairbanks, Alaska), Poker Flat commercial facility (Chatinika, Alaska), McMurdo Ground Station (Antarctica), Merritt Island Launch Annex (Florida), Ponce De Leon (Florida), Svalbard commercial Ground Station (Norway), AGO (Chile); and Wallops Ground Station (Virginia).  GN services include telemetry, tracking and commanding services.  Mr. Harris also reviewed the Near Earth Networks Services (NENS) contract organization charts.  

SPLINTER GROUP REVIEWS

The chairpersons of the MCWG splinter groups provided brief a summary of their respective meetings.

A. NISN Diversity.  Ms. Vicki Stewart stated that the meeting was a lively discussion of diversity issues on the network.  The discussions went well and it was thought that the JSC diversity issue has been addressed.  The action items from the splinter were reviewed.

B. MOVE.  Mr. Dan Duffy stated that the group had discussed several issues.  One of the problems being faced is the difference in terminology between the sites.  A common terminology will be established.  Questions arose concerning Quindar keying at WSTF and RF radio frequency delay.  It was noted that this issue has been addressed previously and Mr. Richard Wegener has devised a hardware solution.  The group discussed facility plans.  The sites need to start addressing facility requirements now.  The group will distribute worst-case specifications for facility requirements.  

C. IONet Coordination and Security.  Mr. Norman Reese stated that the two IONet splinter groups were combined to form one splinter.  The group discussed how to coordinate activity on the networks and how to improve communication with the customer.  It is necessary to indicate the urgency of activities.  A number of action items came out of the meeting. 

D. IONet Security.  Mr. Tracy Dorsey stated that the meeting helped to re-establish a dialog between security and the users and customers.  Several items were discussed that will require re-evaluation.  Good contacts were established and the issues will be worked.

E. Proficiency and Training.  Mr. Norman Reese stated the group included good representation from the different organizations.  What training is required and how is the time to be scheduled; it is very difficult to schedule time on the SN and Nascom due to the nature of the 24x7 support.  Creative ways to keep the staff proficient need to be found.  One idea discussed was using the IPNOC to simulate failures at the same time that JSC is conducting simulations.  It will also be necessary to train our new staff.  Often, our simulations include our most proficient staff.

F. Terawave Testing.  Mr. Scott Douglas provided a summary for Mr. Robert Sutton.  The Terawave boxes are being evaluated for stat mux replacements.  The testing was rushed and the boxes have been returned to the NISN lab for further testing.  There may be other platforms for stat mux replacement.  An action was taken to develop a functional requirements document.  The requirements will be distributed to the splinter attendees.

G. OCA.  Mr. Scott Douglas stated that he had requested this splinter.  There is a false lock problem on the ISS.  JSC has done further testing and this item will be followed-up at the NSG.

ACTION ITEM REVIEW

Mr. Edward Lawless reviewed the action items from the Second MCWG and the new action items assigned at the Third MCWG.

A. The following action items were closed:

1. MCWG-04/03-01.  During the CSOC transition, the MCWG web site was lost.  The Freeze Exemption Policy will be available via the NISN web site.  This item is CLOSED.

2. MCWG-04/03-02.  This item was closed prior to the Third MCWG meeting.  The AT&T SIT organization chart was provided to Mr. Steven Testoff for the minutes of the Second MCWG.  This item is CLOSED.

3. MCWG-04/03-03.  Discussion of the ability of NTU and MOVE to support E&M signaling came up at the Third MCWG.  It was determined that E&M signaling types 1 and 5 were currently used on the NSAP network and would be supported by MOVE.  This item is CLOSED.

4. MCWG-04/03-05.  Mr. Norman Reese stated that the issue of the need for rate-limiting switches has been discussed with GSFC Code 450.  Code 450 has assured that there is no impact.  The proposal to install the switches was rejected.  The network has been observed and there have been no impacts.  Code 290 still has some concerns.  This item is CLOSED.

5. MCWG-04.03-06.  Mr. Larry Wheeler stated that the GE Americom leases are being reviewed.  This item is CLOSED.

B. The following action items remain open:

1. MCWG-04/03-04.  Mr. Edward Lawless stated that this item is ongoing (moving the Suitland SOC to the Open IONet).  Mr. Rance Skidmore stated that the project will move to SLE and possibly use of the Restricted IONet.  This item will be moved to the TIM for action and tracking.

C. The following action items were assigned at the Third MCWG:

1. MCWG-02/04-01
Bruce Schneck/GSFC/HTSI

ACTION
Determine if Quindar keying is required for WSSH landings.

2. MCWG-02/04-02
AT&T

ACTION
Investigate providing an 800 number for reporting Canadian communications problems.

CLOSING COMMENTS

Mr. Edward Lawless stated that he felt that the Third MCWG was a very successful meeting.  He noted that the MCWG should follow the lead of the NSG and make every effort to accommodate as many splinter group/working sessions as possible.  It was very evident during the planning of the meeting, that there was great interest in scheduling splinter sessions.  It was also evident that a great many of the attendees had a desire to attend several of the splinter sessions.  The next hosting facility will have to take into account the need to provide space to accommodate the many splinter sessions.

The MCWG, preceded by the Intercenter Communications Working Group (ICCWG) established a precedent for rotating host centers.  This practice has provided an opportunity for the attendees to visit the various locations to see the facilities and meet the personnel.  It has also provided an opportunity for those personnel who normally do not travel to participate when the meeting has come to their location.  

The next location of the MCWG has not been decided.  Generally, the centers are encouraged to volunteer.  Mr. Scott Douglas stated that he would like to pursue having the next MCWG at the DFRC.  The exact location and time will have to be discussed and finalized.  Mr. Lawless stated that it is very important for the dialogue to continue.  It is critical to the success of the network.

FINAL OBSERVATIONS

I came away from the 3rd MCWG with a number of positive observations.  I was impressed by the diversity of the attendees.  The meeting provided a good match of our Charter for bringing together the NISN Mission elements of Operations, Engineering, and our Vendor Community for interactions with our Customer base.

This was reinforced by the Seven Splinter Group meetings that were requested and well attended.  It was also observed that there were spin-off Splinters being held within the Rotunda area when it was not being utilized for the formal presentation agenda items.

Feedback from the attendees has been very positive and I have acknowledged that for the follow-on meetings, we need to make upfront arrangements to accommodate requests for Splinter Group Meetings.  I am suggesting that the first day of the next meeting be scheduled in a manner to accommodate requested Splinter Group Meetings with the follow-on days being scheduled for the more formal style presentations format.

A carry over statement from the 2nd MCWG is the fact that the meeting was well attended and it was the combination of the audience participation and presenters interaction that contributed to the overall success of the meeting.  All are to be complimented on the professional manner in which we were able to work together to address concerns with positive direction towards resolution.

APPRECIATIONS

I would like to extend Special Thanks to our hosts, the White Sands Test Facility and the White Sands Complex and their supporting personnel.  I would like thank Furman Smith and Tom Holub for working out the scheduling of the facilities and coordinating activities for the use of the Rotunda and our Social Event.  To Norman Reese, my appreciation, for coordinating vendor participation for the Social event and to the Vendors themselves for making this event a success.  Also, I must thank Linda Green of the WSTF for putting up with me and my ongoing requests for Splinter Group room reservations and thank you as well to our NISN Center Representative, Jim Krupovage for being able to take care of last minute requests and most of all for guidance in pulling together loose ends.

With the changing of the CSOC contract to UNITeS we had some challenges in getting this meeting off the ground and we are all indebted to Steve Testoff for assisting me in pulling together the Agenda and early details.  Without his background and past experience working with me, I don’t think this meeting would have taken place.  His completion of the minutes as you have been reading is a real tribute to him, SGT, and his continued ability to do excellent work in support of his assignments associated with NISN.

Acronyms and Abbreviations

ACI
Administratively Control Information

AF
Air Force

AFB
Air Force Base

AGO
Santiago, Chile

AGS
Alaska Ground Station

AOA
Abort Once Around

ATC
Air Traffic Control

ATM
Asynchronous Transmission Mode

ATP
Authorization to Proceed

CCSDS
Consultative Committee for Space Data Systems

CCV
Convoy Control Vehicle

CIG
Customer Interface Group

COTS
commercial-off-the-shelf

CSA
Canadian Space Agency

CSM
Communications Service Manager 

CSOC
Consolidated Space Operations Contract

CSR
Customer Service Representative

DCS
Design, Cost, and Schedule package

DFRC
Dryden Flight Research Center

DSN
Deep Space Network

ELV
Expendable Launch Vehicle

ET
External Tank

ETE
end-to-end

FY
Fiscal Year

GOES
Geostationary Operational Environmental Satellite

GRC
Glenn Research Center

GSFC
Goddard Space Flight Center

GSRT
Ground Support Requirement Team

HAFB
Holoman Air Force Base

HEDS
Human Exploration and Development System

HRDVS
High Rate Data and Video System

HOSC
Huntsville Operations Support Center

HSF
Human Spaceflight

H/W
hardware

IDEA
ISS Downlink Enhancement Architecture

IPO
Integrated Project Office

ISD
Information Services Division, GSFC Code 290

IT
Information Technology

JSC
Johnson Space Center

KSC
Kennedy Space Center

LEO
low Earth orbiting

ISS
International Space Station

LAN
Local Area Network

MCC-H
Mission Control Center-Houston

MCWG
Mission Communications Working Group

MDM
multiplexer/demultiplexer

MER
Mission Evaluation Room

MGS
McMurdo Ground Station

MOA
Memorandum of Agreement

MOMS
Mission Operations and Mission Support

MOVE
Mission Operations Voice Enhancement

MSFC
Marshall Space Flight Center

NAC
National Agency Check

NACAIT
Network and Communications Analysis Integration 
Team

NASA
National Aeronautics and Space Administration

ND
Network Director

NERD
Network Engineering Review Board

NISN
NASA Integrated Services Network

NM
New Mexico

NME
non maintainable equipment

NOAA
National Oceanic and Atmospheric Administration

NPOESS
National Polar-orbiting Operational Environmental 
Satellite System

NPR
NASA Procedures and Requirements

NSF
National Science Foundation

NSG
Network Support Group

NSM
NISN Service Manager

NSO
Network Security Officer

NSR
NISN Service Request

NTU
NSAP Technology Upgrade

OAFB
Onizuka Air Force Base

PIP
Premium IP

PMO
Program Management Office

PTP
Programmable Telemetry Processor

RF
radio frequency

RFP
Request For Proposal

RTF
Return to Flight

RTS
Remote Tracking Station

SAFB
Schriever Air Force Base

SCD
Small Conversion Device

SDR
System Design Review

SFL
Shuttle Forward Link

SGLT
space-to-ground link terminal

SLE
Space Link Extension

SMT
System Management Terminal

SN
Space Network

SOW
Statement of Work

SRD
System Requirements Document

STGT
Second TDRS Ground Terminal

S/W
software

TDB
Tracking Data Blocker

TDRS
Tracking and Data Relay Satellite

TDS
Tracking Data System

TIM
Technical Interchange Meeting 

UHF
Ultra High Frequency

UNITeS
Unified NASA Information Technology Services

VHF
Very High Frequency

VOIP
voice over IP

WAN
Wide Area Network

WART
WSC Alternate Resource Terminal

WFF
Wallops Flight Facility

WOCC
WSSH Operations Control Center

WSC
White Sands Complex

WSGT
White Sands Ground Terminal

WSMR
White Sands Missile Range

WSTF
White Sands Test Facility

ZOE
Zone of Exclusion
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