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Preface

The National Aeronautics and Space Administration (NASA) Integrated Services Network (NISN) Services Document (NSD) is prepared in document format to aid NISN customers when requesting communications and network services available to them from NASA.  This document is prepared for the Customer Interface Group (CIG) of the NISN organization.  Comments or questions pertaining to this document should be forwarded to the E-Mail address appearing in Appendix C, paragraph C.3. 

This revision of the NSD updates the document with respect to current service offerings and is intended to serve as a single point source for authoritative information on NISN services and their associated pricing.  

This document is under the configuration management of the NISN Configuration Control Board (CCB).  This document will be changed either by Documentation Change Notice (DCN) or complete revision.  Proposed changes to this document must be submitted to the NISN CCB along with supportive material justifying the proposed change before incorporation into the document.
Abstract

This document provides information for requesting those NASA Wide Area Network (WAN) communications services available through the NISN organization, an entity of Space Communications and Data Systems (SCDS), Space Communications Office, Office of Space Flight (Code M).  Available services are described, instructions on how to request services are provided, and key personnel are listed.

Keywords:  Custom Services, Dedicated Voice Service, Domain Name Service (DNS), Broadcast Fax Service, Integration and Consulting Service, International Service, Long Distance Switched Voice Service (SVS), Low Bandwidth Video (LBV) Service, Mission Critical Routed Data Service, NASA X.500 Directory Services, Premium Routed Data Service, Real-time Critical Routed Data Service, Russia Information Technology (IT) Service, Standard Routed Data Service, Video Distribution Service, Video Teleconferencing System (ViTS), Voice Teleconferencing System (VoTS).
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Section 1.   Introduction
1.1 Purpose

The purpose of this document is to furnish our customers
 and users with a description of WAN and other communications services available through NISN.  This document also provides performance metrics information associated with these services and describes the processes to be followed for submitting NISN service requirements to the appropriate organization(s). 

1.2 Scope

This document encompasses either directly, indirectly by reference to applicable documents, or by providing an electronic linkage between this document and related ones all the information that a user of NISN services may need to submit requirements in a form that is both comprehensive and complete.  The requirements submission processes described in this document are consistent with and part of the larger processes whereby the officials in charge of NASA Enterprises, Program Offices, the Associate Administrator (AA) for Headquarters (HQs) Operations, and the Directors of NASA Centers/Field Installations, submit their requirements in support of human space flight missions and non-human space flight, sub-orbital, and aeronautical missions.

1.3 Document Organization

This document is organized as follows:

Section 1 contains introductory information.

Section 2 contains information on NISN’s standard commodity and custom service offerings.

Section 3 contains information on how one requests services from the NISN organization.

Section 4 contains information on the methodology to be used in pricing and charging for services.

Appendix A contains information on protocols and interfaces supported by NISN.

Appendix B contains information on lead-time planning factors and guidelines.

Appendix C contains NISN Point of Contact (POC) information.

Appendix D contains listings of key personnel.

Appendix E contains a list of NISN international locations. 

At the end of this document, there is a listing of abbreviations and acronyms and a glossary of terms.  Glossary terms appearing in this document are underlined at their first appearance and hyperlinked to their glossary location.

1.4 Related Documents

The following documents have been determined to be either applicable or reference in the context of NISN.  Where a document is known to be available on-line, a hyperlink to that document has been established.   

1.4.1 Applicable Documents

Applicable documents are those, which by virtue of their inclusion in this paragraph become part of this document and have the same force and authority as if physically reproduced and incorporated as part of this document.

a. NISN Project Management Plan, September 13, 1996 

b. NASA-STD-2806, Network Protocol, October 23, 1995

c. Chief Information Officer (CIO) Executive Notice 16-96, Guidelines for Requesting Waivers to Mandatory Federal and NASA IT (IT) Standards, effective September 23, 1996

d. NPD 2810.1, Security of IT, October 1, 1998

e. NPG 2810.1, Security of IT, August 26, 1999

f. NPD 2540.1D, Use of Government Telephones, November 27, 1998  

g. 3000-4519, NISN Services Request System (NSRS) Process, July 8, 2003

h. [image: image2.wmf]CSOC-MSFC-LOP-00

2931(Original).pdf

3000-4400, CSOC-MSFC Local Operating Procedure for NASA Integrated Services Network (NISN) Trouble Reporting, Activity Scheduling, Mission Freeze, and Major Outage Notifications, September 30, 2002 {for those who cannot access the hyperlink, a copy is provided at the icon.} 

i. Internet Protocol Operational Network (IOnet) Access Protection Policy and Requirements, 290-004, Revision 2, May 2001.

j. NPD 2190.1 NASA Export Control

k. NPR 190.1 NASA Export Control

1.4.2 References

Reference documents are those which may be used to further understand NISN, its organization, and the principles by which it operates in meeting the communications and networking requirements of those who use NASA-provided WAN services.

CIO Enterprise Architecture Document

1.5 NISN Organization and Functions

1.5.1 NISN Project Office
Marshall Space Flight Center (MSFC) has been delegated primary responsibility for NASA WAN services.  The NISN Project Office is located within the Office of the CIO at MSFC and the Information Services Department at Goddard Space Flight Center (GSFC).  The office provides management direction for the integrated NASA networks and is the focal point for NASA wide area communications.  The NISN Project Office consists of the Project Manager, Deputy Project Manager, Russia Project Lead, and Security Manager.  Each functional area Team Lead will manage three matrix teams of personnel from MSFC and GSFC.  The NISN organizational structure and NISN POC are depicted on the NISN home page.

1.5.2 CIG

The NISN CIG focuses primarily on the customers of NISN.  The CIG analyzes the customers’ requirements and works closely with the customers to provide a communications service that will meet the requirements.  Additional information may be found on the CIG Web Page.     

1.5.3 Business Management Group (BMG)

The NISN BMG is responsible for the accounting and funding of NISN services, specifically for business management activities, for performance measurement, for budget planning and development, and for contract management.  Additional information may be found on the BMG Web Page.   

1.5.4 Network Services Group (NSG)

The NISN NSG focuses primarily on technology assessment in order to intelligently procure network services that will best meet the needs of the agency.  NSG personnel also serve as NISN Service Coordinators for the various NISN services.  The Service Coordinator primarily partners with the NISN support contractor to maintain clear insight into the architecture supporting the NISN service and any proposed changes to that service.  Additional information may be found on the NSG Web Page.

1.6 Standard Practices

1.6.1 General

NISN provides communications and networking services to its customers.  Domestic services will, in so far as they are available, be obtained as standard commodity services.  International services will be obtained by making use of existing contract vehicles or by individual competitive procurements.

1.6.2 Guidelines

NISN practices are governed by the following guidelines: 

a. It is NASA’s goal to provide communications in support of mission and non-mission activities at a minimum total cost consistent with requirements for capacity, performance, efficiency, reliability, and security, in accordance with applicable regulations.

b. Through NPG 2800.1 “Managing Information Technology” the NASA Chief Information Officer designated the Marshall Space Flight Center (MSFC), located in Huntsville, Alabama as the Principal Center for Communications Architecture. To that end MSFC/NISN will define the IT architecture associated with its area of responsibility, maintain configuration control, and identify and recommend standards. MSFC/NISN will be the NASA organization responsible for development, investigation, testing, selection process, integration, implementation planning, and/or procurement planning of hardware and software to support the NASA communication architecture.

c. Local standards and/or architectures may be implemented to the extent there is no conflict or incompatibility with either Federal or NASA standards and/or architectures. The proposed local standard and/or architecture must have the concurrence of the Center CIO Representative through a local configuration control board process which ensures that there are no incompatibilities or conflicts with existing Federal or NASA standards and/or architectures.

d. NASA security policy forbids the unauthorized access to all operational WAN systems and requires appropriate management controls to assure that all use of NASA communications assets are in pursuit of official Government activities.  Management controls shall effectively prevent unauthorized traffic. 

1.6.3 Acceptable Use Policy
The following Acceptable Use Statement, along with official NASA policy on IT Security (ITS) and relevant U.S. federal laws, comprise the basic doctrine of the NISN Program.  

1.6.3.1 Summary:  

a. NISN supports all NASA Enterprises, Centers, Programs and Projects, and Field Locations.

b. NISN is not to be used for private gain or profit.

1.6.3.2 Specific:  

a. Use of the NISN must be in support of official NASA programs.  All user requests for NISN connectivity must be validated and supported by NISN Center/Program Representatives or a SCDS Customer Commitment Manager (CCM) (refer to Appendix D of this document). 

b. Use of the NISN to support coordination and administrative execution of NASA business is permissible.  

c. Use of the NISN to support NASA missions, research, related training, and associated technical activities at non-profit institutions of research and education is acceptable.  

d. Use of the NISN for commercial or intellectual gain by for-profit organizations is not acceptable, unless those organizations are using the NISN to satisfy specific NASA contract or grant requirements.  

e. Use of the NISN for research or education at for-profit institutions will be reviewed on a case-by-case basis to ensure consistency with NASA programs; lack of program approval will result in a denial of service implementation or disconnection.  

f. Use of the NISN to gain unauthorized use of resources attached to the NISN may result in disconnection and legal prosecution. 

g. Use of the NISN for the introduction of worms, viruses, Trojans, or other software that maliciously interferes with NISN operations is unlawful.  

h. Users must place particular emphasis to restricting their disclosure of data and information to those persons who have a definite need for the data in order to perform their official duties.

i. Users shall not attempt to access any data or programs contained on the NISN network for which they do not have authorization or the explicit consent of the owner of the data or program, the NISN Project Manager, or the NISN ITS Manager.

j. Users shall not divulge dialup or dial-back modem phone numbers to unauthorized users.

k. Users shall not share account(s).

l. Users shall not purposely engage in activity with the intent to:

1. Harass other users 

2. Degrade the performance of systems

3. Deprive an authorized NISN user of access to a NISN resource 

4. Obtain resources beyond those allocated 

5. Circumvent NISN security measures 

6. Gain access to a NISN IT resource for which proper authorization has not been given

m. Electronic communication facilities (such as E-mail, Newsgroups, or World Wide Web) are for authorized government use only.  Fraudulent, harassing, or obscene messages and/or materials shall not be sent from, to, or over, nor stored on NISN resources.

1.6.4 Security

The objective of NASA security policies is to assure the integrity, availability, and confidentiality of NASA IT resources.  These policies preclude deliberate or accidental corruption of IT resources, protect information from unauthorized disclosure, and ensure that disaster recovery and contingency planning (as defined in Office of Management and Budget Circular A-130) is incorporated for all IT resources.

1.6.4.1 Customer Focus

NISN security procedures place significant emphasis on protecting customers’ unique information requirements.  This focus is predicated on the following:

a. A customer’s security level within the NISN will be based on the sensitivity level given to the information. The productivity associated with that information should only be marginally affected by security safeguards required for protection and the information’s degree of sensitivity as defined in applicable document 1.4.1.e. 

b. A customer’s communication access will be based on the premise that what is not expressly permitted is prohibited.

Customer-focused security procedures will include the reporting and subsequent handling of violations, and accountability for any access controls requested.

1.6.4.2 Internal Safeguards

NISN internal security policies will adhere to the following principles and practices:

a. Sensitivity levels will be used to minimize the impact of failures in the network.

b. Customers will be afforded the least access consistent with their requirements.

c. Technical controls, such as access lists, packet filters, firewalls, and intrusion detection systems will be employed to ensure that trust is not violated.

d. Remote access to the network will be permitted but only in conformance with network policies and practices governing such accesses.

e. NISN will actively manage firewalls both by technical means and human oversight.

1.6.5 Accessing NISN Applications

Information concerning NISN applications, including access information, is available at the NISN Web site, http://nisn.nasa.gov/.  The Support link offers guides to AOPNS.  The Services link offers information on the Video and Voice teleconferencing.

NCI Resource Scheduler (NRS) – For access to the NCI Resource Scheduler (NRS), please complete a NISN Application Access Request Form, which may be found at <http://www.nisn.nasa.gov/access_rqst.doc>.  Questions about access requirements may be directed to NISN ViTS Customer Service at 256-961-9387.
Activity & Outage Posting & Notification System (AOPNS) – To gain access to AOPNS please access the following link https://csoc-webprod.csoconline.com/aopns , then click the "Create Account" button.  Next, fill out the requested information and click the "Submit Account Creation Information” button.  The system will forward the request to NASA  for approval.  After the account has been approved you will receive an approval notification with a URL (the same URL as above) to create/modify your AOPNS subscription(s).

Mission Outage Notification System (MONS) – To gain access to MONS, access the following link https://csoc-webprod.csoconline.com/mons , then click the "Create Account" button.   Next, fill out the requested information and click the "Submit Account Creation Information” button.  The system will forward the request to NASA for approval. After the account has been approved you will receive an approval notification with a URL (the same URL as above) to create/modify your MONS subscription(s).

Access to the "call detail records" (CDR) often referred to as "FTS Billing" records is part of the information offered on the NISN web site.  The user needs to fill out the access request form, have it signed and on file with NISN.  The Customer Representative is familiar with the process and relevant documents.  The CDR's are updated monthly and available to those with authorized access.

Section 2.   Services

2.1 Introduction

NISN provides both Standard and Custom services.  Standard services are those that can be ordered directly as commodities from the supplying carrier, e.g., from a menu or catalogue.  Standard services require neither customization nor special engineering to meet the particular requirements of a customer.  Custom services are those that require some engineering prior to ordering or providing the service.  NISN can supply custom services tailored to fit a customer’s requirements; however, the customer will be charged the additional costs that are associated with developing, implementing, and sustaining the customized solution.

NISN interfaces will conform to American and International standards commonly accepted within and supported by industry.  Procured equipment and software are, wherever possible, to be available on a Commercial-Off-the-Shelf (COTS) basis.   A listing of interfaces and protocols supported by NISN appears in Appendix A.

The provisioning of NISN services entails certain lead times.  Such lead times may vary from a few days through several months up to two or three years, depending upon the complexity of the solution (e.g., the extent of customization) required to meet the customer’s requirement.  Appendix B contains a specific discussion of lead times, based on different scenarios, which are intended for use as planning guidelines only; it is entirely possible that similarly appearing requirements may have distinctive aspects that will either increase or decrease the actual lead times from those shown.

NISN provides for the transport and delivery of NASA WAN communications services both domestically and internationally.  The NISN provides both digital and analog services, dedicated and switched circuits, packet data transport, multi-protocol WAN, domain name servers, and various data networks.  Voice, Video, and Broadcast Facsimile (BFax) are also available.  Customers requiring international services are advised that the rate for a given service may be considerably higher than the rate for the equivalent domestic service.

Brief descriptions of NISN services follow.

2.2 Standard Video Services

2.2.1 ViTS [Service ID 2.7.1.01 and 2.7.1.02]

2.2.1.1 Service Description

[image: image3.png]


The NASA ViTS provides interactive point-to-point and multipoint video conferencing capabilities to NASA locations, select contractor facilities, and public video conferencing services.  NASA ViTS is capable of supporting both IP and ISDN point-to-point calls ranging from 128 kilobits per second (Kbps) to 1,472 kbps (ISDN) or 2 Megabits per second (Mbps) IP and NISN Video Bridge assisted multipoint calls ranging from 128 kbps to 768 kbps.  ViTS services include provisioning, installation and maintenance of video conferencing facilities, scheduling of multipoint videoconferences, and the transmission and distribution of the video and audio among the participating locations.  Its Facilities consist of Full-Service Conference Rooms, Modular Systems, Video Roll-About Systems, Desktop Video Appliances, and Video Codec devices.  These facilities, depending on type, can support either type of connection (IP or ISDN) and may provide built-in bridging support for up to 3 additional participants.  Additional capabilities exist within each facility for graphics, external video sources, as well as audio add-on support.

2.2.1.2 ViTS Interface Types

NASA ViTS is based upon both Circuit Switching and IP technology.  These mediums support International Teleconferencing Union (ITU) compression standards H.323, H320, H.264, H.263, G.722 and G.728.  ISDN connections are based upon interface type and can vary from a Basic Rate Interface (BRI) to a Primary Rate Interface (PRI) that provide up to 512Kbps and 1.4 Mbps respectively.  As circuit-switching technology has evolved, NISN has migrated the majority of its ViTS facilities to PRI interfaces.  It is recommended that any new service implementation using ISDN be implemented with a PRI connection. I P connections do not have the same limitations as circuit switched technology; therefore, each IP circuit has the same characteristics defined to it.  All IP systems (with the exception of the Desktop ViTS Appliance) have the ability to connect up to 2 Mbps; however, NISN has limited the majority of these connections to 384 Kbps to ensure call quality and network loading are optimized for all NISN video traffic.  As required, select NASA sites may be configured for the maximum data rate.

Note:

Regardless of interface type, all Multipoint conference calls are limited to a maximum of 768Kbps.

Note:

All IP Videoconferencing Service implementations are required to adhere to all NASA and NISN IT security policies and procedures.

2.2.1.3 Service Operation

The use of NISN ViTS facilities is coordinated locally at each Center.  ViTS Facilities have the capability to connect to other video conferencing facilities either within or outside NASA’s ViTS Network.  As required some external ViTS connections will need to be coordinated with the NASA Video Teleconferencing Center (VTC) or NASA’s Video Bridging Service (VBS).  The NASA VTC is primarily used to support specific IP ViTS devices, such as the Desktop ViTS Appliance, but may also be used to support ISDN to IP connections.  The NASA Video Bridging Service is an FTS provided service that is primarily used to support the majority of NASA’s videoconference needs.  Currently this service is supported by MCI.  Currently VBS does not support ISDN to IP connections.

Any Multipoint ViTS conferences requiring the use the VBS or VTC should be scheduled through each Center’s ViTS Coordinator.  The NASA VTC may be contacted at 256-961-9387 or 9388.  The NASA VBS (MCI) may be contacted at 1-877-789-0670.

ViTS documentation is available on-line.  NISN’s VBS/VTC scheduling procedures are located at http://www.nisn.nasa.gov/vits/wcmultisched.doc. To locate Videoconference Room Directories or learn more about ViTS, please refer to the Video Conferencing Home Page at http://www.nisn.nasa.gov/vits/index.html.

2.2.1.4 Maintenance

Maintenance on all ViTS hardware is provided by NISN as per prices outlined in the Project Service Level Agreement (PSLA).

2.2.1.5 Service Performance

a. As a minimum, ViTS will support up to 20 NASA community locations participating in from 1 to 10 simultaneous and independent conferences.  Service capacity is planned such that Denial of Service is less than 3 percent for any given 30 day period.

b. The time required to schedule a conference (the elapsed time between calling to establish a conference and the establishment of that conference) shall be less than 15 minutes.

c. The mean time to respond to problems on an in-progress conference will be less than 5 minutes.

d. The mean time to restore service for an in-progress conference will be less than 15 minutes.

e. The mean time to restore service for non-conference impacting problems will be less than 48 hours.

f. Impacted conferences will be less than nine per month agency-wide.

g. Conference availability will be at least 98.7 percent to include room systems, transport, and multipoint control system.

2.2.2 ViTS Roll-About (VRA) Systems (formerly LBV) [Service ID 2.7.1.03 and 2.7.1.04]

2.2.2.1 [image: image4.jpg]


Service Description

The VRA is a portable system designed for smaller conference rooms and office areas and can be easily relocated to different rooms that contain either ISDN or IP network drops.  The VRA consists of a 50-inch Plasma screen and Video Codec mounted on a roll-about cart. It is controlled by a user-friendly, hand held remote control. Optional features include a Video Cassette Recorder (VCR)/Digital Video Disc (DVD) combination unit and document camera with stand.

2.2.2.2 Service Operation
The VRA may be operated point-to-point at a maximum of 1,472 Kbps ISDN and 2Mbps IP (depending on the network connection available).  The on-board MCU has the capability of supporting up to three additional 384 kbps calls; if more than four sites are required in a multipoint conference it should be scheduled using the NISN VBS or VTC.  The VRA also provides audio add-on capability for interfacing with voice conferencing systems.  This capability allows for the VRA to be integrated with existing voice conferencing hardware or, with the addition of a phone line, provide audio add-on capability directly from the unit itself.  As required, additional devices, such as computers, projectors, etc. can also be connected to the system.

VRA documentation is available on-line to users.  If NISN’s VBS are needed, refer to the scheduling procedure located at http://www.nisn.nasa.gov/vits/wcmultisched.doc.  To locate videoconference room directories and learn more about VRA, please refer to the Video Conferencing Home Page at http://www.nisn.nasa.gov/vits/index.html.
2.2.2.3 Maintenance

Maintenance on all VRA and existing LBV hardware is provided by NISN as per prices outlined in the PSLA.

2.2.2.4 Service Performance
a. As a minimum, VRA will support connections to any NASA IP (VIA the NASA VTC) or ISDN resource up to 20 simultaneous connections.  Service capacity is planned such that Denial of Service is less than 3 percent for any given 30-day period.

b. The time required to schedule a conference shall be less than 15 minutes.

c. The mean time to respond to problems on an in-progress conference will be less than 5 minutes.

d. The mean time to restore service for an in-progress conference will be less than 15 minutes.

e. The mean time to restore service for non-conference impacting problems will be less than 48 hours.

f. Impacted conferences will be less than nine per month agency-wide.

g. Conference availability will be at least 98.7 percent to include room systems, transport, and multipoint control system.

2.2.3 Desktop ViTS Appliance [Service ID 2.7.1.08]

2.2.3.1 [image: image5.jpg]


Service Description

The Desktop ViTS Appliance (DVA) is a small, standalone desktop appliance designed for personal videoconferencing.  The DVA unit provides a low-cost solution for videoconferencing.  DVA is configured to operate on ISDN or IP networks, supporting video calls ranging from 128 to 768 kbps (384 kbps ISDN), dep ending upon network configuration.  The DVA consists of a remote control, built-in camera, viewing screen, microphone, and internal speaker.  A headset accessory is optional.

2.2.3.2 Service Operation

The recommended configuration for the DVA is an IP-Only connection via the NISN PIP network.  DVA supports H.323, H.263, H.264, G.722 and G.728 standard compression formats.  It can be operated at a maximum of 768 kbps.  The DVA is completely functional as a stand-alone appliance for point-to-point calls to other IP ViTS devices on the PIP network.  For calls outside the PIP network or multipoint calls, the NASA Video Teleconferencing Center is required to provide video bridging support. 

If a Multipoint Conference is required, contact the NASA Video Teleconferencing Center at 256-961-9387 or 256-961-9388.  The NASA VTC hours of operation are Monday-Friday, 6am-6pm CT.  To learn more about videoconferencing, please refer to the Video Conferencing Home Page at http://www.nisn.nasa.gov/vits/index.html.

2.2.3.3 Maintenance

Maintenance is provided by NISN as per prices outlined in the Project Service Level Agreement (PSLA).

2.2.3.4 Service Performance 

As a minimum, DVA (via the NASA Video Teleconferencing Center) will support connections to any NASA IP or ISDN resource up to 20 simultaneous connections.  Off-network connections are permissible and must be coordinated with the NASA VTC.  Service capacity is planned such that Denial of Service is less than 3 percent for any given 30-day period.

a. The time required to schedule a conference shall be less than 15 minutes.

b. The mean time to respond to problems on an in-progress conference will be less than 5 minutes.

c. The mean time to restore service for an in-progress conference will be less than 15 minutes.

d. The mean time to restore service for non-conference impacting problems will be less than 48 hours.

e. Impacted conferences will be less than nine per month agency-wide.

f. Availability of NISN PIP resources will follow same guidelines as dictated by PIP service.

g. Conference availability will be at least 98.7 percent to include room systems, transport, and multipoint control system.

2.3 Voice

NISN offers conference, switched, and dedicated voice services.
2.3.1 Voice Teleconferencing Service (VoTS) [Service ID 2.7.2.03 and 2.7.2.04]

2.3.1.1 Service Description

[image: image6.png]


NASA VoTS provides for the scheduling and setup of operator initiated or meet-me conferences.  In addition, this service includes the provisioning and maintenance of large room audio conferencing systems. VoTS service is intended to augment the teleconferencing capabilities of NASA’s desktop and conference room telephones.  Most NASA telephones are capable of conferencing at least 4 participants using each Center’s local voice switch.  The use of VoTS is not necessary for conferences with fewer than 5 participants.  Depending on the service level selected, additional features such as conference recording, transcription and attendees lists are available at additional cost.

2.3.1.2 Service Operation

VoTS is supported by NISN’s analog audio bridging service, which provides unlimited access to both domestic and international locations.  Four types of teleconference service levels are offered:  Premier, Standard, Unattended and Instant Meeting.  Each service level is separated by specific features available and whether or not operator assistance is provided.  

2.3.1.2.1 Premier

An Operator will call each participant approximately 10 minutes prior to the scheduled call time, and announce each participant.  The Operator will monitor the meeting for its duration and can be called for assistance by using *0 on the telephone keypad.  This is the most expensive of all the services. Premier Service may be used for critical NASA conferences that require conference monitoring and participants must be dialed individually.  This type of conference must be scheduled and cancellation requirements do apply.

2.3.1.2.2 Standard

An Operator will greet the NASA participants as they join the conference.  The Operator will frequently monitor the meeting and can be called for assistance by using *0 on the telephone keypad.  Standard Service may be used to support NASA conferences that involve international sites, which cannot access the conference facility using a toll free telephone number.  Standard Service may also be used for NASA conferences where participants dial-in, provide a name and reservation number and require that an Operator to connect to the conference.  This type of conference must be scheduled and cancellation requirements do apply.

2.3.1.2.3 Unattended

Participants dial into this conference using a toll free number. The Operator is available for technical assistance only and does not initiate the conference. Unattended Service may be used for NASA conferences where participants require a “standing meeting”.  This type of conference must be scheduled and cancellation requirements do apply. This Service may not be used to support NASA conferences that involve international sites since all users must dial into the conference.

2.3.1.2.4 Instant Meeting

This is NISN’s preferred service. It is the least expensive and cancellation fees do not apply.  Instant Meeting is an Unattended Service, it is available for use 24-hours a day, 7-days a week and does not require going through the reservation system.   Each user is set-up with an account that provides them with a personal toll-free number.    Participants dial into this conference using the toll free number and personal identification number (PIN) provided by the Call Leader. Standard Instant Meeting accounts allow for up to 20 participants.  Call Leaders requiring more than 20 ports should contact NISN VoTS Customer Advocacy at (256) 961-9402 or 9403 to submit this request.  

2.3.1.2.5 Reservations

NASA users and NASA contractors may make reservations for voice conferences by using the Internet based reservation system e-Scheduling, calling NASA Reservations at 1-877-232-NASA (6272) or faxing the NASA VoTS Reservation Form to 1-800-728-1300.  Information on how to request an e-Scheduling user name and the NASA Reservation Form is located on the NISN web site at: http://www.nisn.nasa.gov/vots/index.html.   MCI will provide a written confirmation of a conference reservation by request.  NISN recommends that all VoTS users request a written confirmation.

2.3.1.2.6 E-Scheduling

A reservation system is available through the Internet to schedule conferences.  This system is “E-Scheduling”, formerly known as the Online Reservation System or ORS.  A user training presentation is available on the NISN web site http://www.nisn.nasa.gov/vots/index.html in the section “e-Scheduling”.

With E-Scheduling you can:  Review your scheduled conference calls. Schedule, modify or delete your Unattended and Standard conferences accessed by Meet-Me or Dial-Out in real-time.  Receive immediate on-line confirmations as well as request email and fax confirmations. 

2.3.1.2.7 Limitations of E-Scheduling

Features that you currently cannot schedule through E-Scheduling are:  Pre-Notification and Secured Call. To schedule one of these features listed below, please call the NASA Reservations Center at 1-877-232-NASA (6272) to speak with a reservationist.  In addition, you will need to call the NASA Reservations Center at 1-877-232-NASA (6272) for voice conferences that: have more than 20 participants or are longer than 8 hours.

2.3.1.2.8 VoTS Problem Reporting

a. During the Conference

If a problem occurs during a voice conference, press *0 to request the assistance of a MCI Operator.  The MCIW Operator will enter the conference, attempt to resolve any technical problem and offer further assistance to the users.

b. After the Conference

If a problem occurred that prevented the successful completion of the conference to your satisfaction, contact the NASA Information Support Center (NISC) at 1-800-424-9920 or email helpdesk.msfc@msfc.nasa.gov.  The NISC is a 24-hour a day, 7 day a week, 365 day a year organization.  Help Desk Analysts create a trouble ticket and dispatch it to the NASA Customer Advocates for resolution.

Note:

Using *0 for Operator assistance during the conference does not report the problem to the NISC.  If you wish to have further assistance, contact the NISC and ask to open a trouble ticket.  A Customer Advocate who will resolve your problem and provide a status.

2.3.1.2.9 VoTS Cancellation Policy

If you determine you will not need to conduct your conference call and you are using Premier, Standard or Unattended Service, you are required to cancel your call using E-Scheduling or the NASA Reservation Center at 1-877-232-NASA (6272).  If you have a day or week where you will not be using your scheduled recurring call (Standing Reservation), please cancel these individual calls. Canceling individual calls will not change your next recurring scheduled call.  

NOTE:

The conference facility does NOT observe NASA holidays.  Please cancel any recurring conferences that fall on a NASA holiday.

To avoid cancellation fees, please cancel your voice conference no later than 30 minutes prior to the scheduled conference start time.  If you do not have 30 minutes notice to give MCI, have at least 2 participants join the conference for at least 2-minutes so that NASA will be charged a usage fee and not a cancellation fee.  The cancellation fee is equal to $3.50 per port (telephone connection).  For a conference using 10 ports the cancellation fee would be $35.00.  Usage fee for 2 ports for one minute would be less than $1.00.

NISN has a Cancellation Policy that requires that all users cancel their conferences.  This policy can be found at http://www.nisn.nasa.gov/vots/policy.htm.  Users that consistently violate this policy risk the loss of their VoTS privileges.

More information on VoTS services is included in the VoTS brochure located at http://www.nisn.nasa.gov/vots/brochure.doc.  To learn more about VoTS and utilizing E-Scheduling for voice teleconferences, please refer to http://www.nisn.nasa.gov/vots/index.html. 

2.3.1.3 Maintenance and Provisioning

Large voice conferencing systems are maintained by NISN.  These systems do not follow the same PSLA schedule as ViTS systems.  VoTS Maintenance is provisioned as part of the VoTS Service.

2.3.1.4 Service Performance

a. As a minimum, the service will support up to 350 NASA community users participating in up to 70 simultaneous and independent conferences.  Service capacity is planned such that Denial of Service will be less than 3 percent for any given 30-day period.

b. The mean time to respond to problems on an in-progress conference will be less than 5 minutes.

c. The mean time to restore service for an in-progress conference will be less than 15 minutes.

d. The mean time to restore service for non-conference impacting problems will be less than 48 hours.

e. Impacted conferences will be less than nine per month.

f. Conference availability will be at least 98.5 percent to include room systems, transport, and multipoint control system.
2.3.2 Switched Voice Services (SVS)

2.3.2.1 General

NASA’s long distance telephone requirements are provided under this service. The service provides both domestic and international long distance dialing services for NASA and selected contractor personnel and includes the provisioning of toll-free inbound (800/888 numbers) and calling card services.   The government's FTS2001 contract provides most of this service.

2.3.2.2 Service Performance (Metrics)

Long Distance Switched Voice service performance should be consistent with the FTS2001 contract terms, i.e., provide users with a P.03 Grade of Service. 

2.3.3 Dedicated Voice

2.3.3.1 General

Dedicated Voice Service encompasses a wide range of services and service complexity. At its simplest, it can be a dedicated point-to-point "shout down" circuit with no signaling. However, the majority of Dedicated Voice services consists of a system of highly reliable, dedicated voice circuits working in conjunction with a switching and conferencing system to create voice loops.  These voice loops interconnect the different voice distribution systems that support the diverse mission control centers within the Agency. 

2.3.3.2 Service Performance (Metrics)

a. Availability will be 99.95 percent averaged end-to-end over a one year period.

b. Service Restoral will be as follows: 

1. For critical loops, an alternate service will be provided in 5 minutes or less. 

2. For all other loops, service will be restored in two hours or less.

c. The service will meet the following technical parameters: supply an analog voice channel of 300 to 3400 Hz (+/-0.5dB) with less than 1% total harmonic distortion and less than -40 dBmO noise level.

d. Latency, measured on a round trip basis, will be 500 ms or less.

e. Conferencing is distributed capability.  The NISN Dedicated Voice service must work as a system with the various NASA Center/customer voice distribution systems.  This NISN service, in combination with the NASA Center systems, is scalable to meet all current and future mission critical voice loop distribution requirements.

2.4 Broadcast Fax Services

2.4.1 Service Description

Broadcast Fax provides the capability for NASA users to send a document to multiple recipients, as established on a preset distribution list, via a single transmission.  Currently this service is provided via ImagePort.  This service is a fully managed IP-enhanced for in-bound and out-bound fax needs.  It supports traditional fax and integrated web technologies such as Internet-based fax management, list creation, maintenance and tracking and administration.  This service enables sending to and from fax machines, e-mail, mainframe systems and the ImagePort Web page.  This service supports virtually any types of fax application including desktop-to-fax, broadcasts and customized documents.  Broadcast Fax services are offered via a cost per page.

Broadcast Fax account requests are handled through each Center’s Customer Service Representative via an NSR.  Expedited account requests can be handled though NISN customer service at 256.544.6070.

2.4.1.1 Service Performance

a. Availability will be 99.5 percent

b. The Mean Time to Restore (MTTR) service to a Fax machine location will be less than 48 hours.

c. A Broadcast Fax Service Account will be implemented within one business day of receipt of a properly executed service request. 
2.5 Routed Data

2.5.1 Protocols Supported 

In conformance with Agency direction, the Internet Protocol (IP) has been adopted as the standard for NISN’s routed data services.  NISN is actively phasing out or has phased out its support for legacy protocols.  Please refer to Appendix A for protocols supported and NISN Demarcs.

Caution:

Non-IP protocols will carry higher prices than IP since each additional protocol adds complexity to the network architecture, staffing, and network management capabilities. 

NISN currently supports several intra-domain routing protocols, including Static, Routing Information Protocol (RIP), Enhanced Interior Gateway Routing Protocol (EIGRP) and Open Shortest Path First (OSPF), and inter-domain routing protocols such as Border Gateway Protocol (BGP).  The NISN backbone includes both commercial carrier Asynchronous Transfer Mode (ATM) circuits and Network Service Assurance Plan (NSAP)-like dedicated circuits.  NISN engineers will work with customers to select a protocol consistent with both the customer’s requirement and the common network architecture.

2.5.2 Interfaces Supported and Service Demarcation Points

The Service Demarcation Point for NISN IP Routed Data Services will be the Local Area Network (LAN) interface of the WAN router.  The LAN interfaces available include 10 Base T, 100 Base-TX, 100 Base FX, and Gigabit (SX, LH, ZX) Ethernet. Several legacy interfaces that have been deemed End of Sales will continue to be supported until End of Life declarations are issued.  

2.5.3 IP Routed Data - Service Performance Categories

Four service performance categories for routed data services have been defined: (1) Real-time Critical (2) Mission Critical, (3) Premium, and (4) Standard.  NISN expects that the definitions of these performance categories will evolve as they are mapped against the existing and planned needs of our customers.  Note that requirements that may not be satisfied by these performance categories may be supported under a custom service.  Real-time Critical and Mission Critical data services are presently routed over FTS2000/NSAP-like dedicated circuits, while Premium and Standard data services are routed typically over shared ATM and/or POS backbone circuits.  Networks comprised of different service performance categories can be installed at a customer location to provide increased reliability.

Service performance metrics for the four categories of domestic IP routed data service are listed in Table 2-1.

2.5.3.1 Real-time Critical Service [Service ID 2.7.4.31 through 2.7.4.34]

This service provides a real-time critical level of data networking connectivity with emphasis on meeting real-time telemetry transport using the Internet Protocol suite.  Real-time Critical IP (RCIP) service is primarily differentiated from Mission Critical IP (MCIP) service in that it is engineered with a high level of redundancy to achieve the added level of availability. This service employs the same security and connectivity features and limitations as the Mission Critical service. 

2.5.3.2 Mission Critical Service [Service ID 2.7.4.21 through 2.7.4.24]

This service provides a mission critical level of data networking connectivity using the IP suite with controlled access and security measures.  MCIP service is differentiated from Standard IP (SIP) service in that it is engineered as a closed system to support space flight mission critical telemetry and data flows.  All systems and facilities connected to the MCIP service must meet the specified IT security level.  Access to and from the general Internet and other NASA IP services is extremely limited and provided on a strictly managed "by exception" basis.  

MCIP service is most appropriate for critical space flight mission support data and telemetry flows that require (1) an extremely high level of availability for mission success and (2) no general Internet access. 

2.5.3.3 Premium Service [Service ID 2.7.4.11 through 2.7.4.14]

This service provides a premium level of data networking connectivity using the IP suite.  Premium IP (PIP) service is differentiated from SIP service in that it provides a higher performance level, higher priority for problem resolution, and is not directly connected to the general Internet. PIP connectivity to the general Internet is through a controlled gateway and is implemented on an exception basis only.  

PIP service is most appropriate for internal Agency networking requirements where the Agency's operations should be isolated from the general Internet.

2.5.3.4 Standard Service [Service ID 2.7.4.01 through 2.7.4.04]

This service provides for basic data networking connectivity using the IP suite.  SIP service is the commodity Internet service that provides the Agency’s link to the Internet in general. It provides basic universal Internet connectivity with minimal performance guarantees or restrictions on acceptable use. 

SIP service is open to the public to enable access to publicly available NASA information sources such as World Wide Web services. 

2.5.3.5 International Routed Data Service [Service ID 2.7.5.02]

International data distribution services are provided to many of NASA’s International Partners and agencies through cooperative arrangements. Rather than purchase dedicated circuits for each requirement, cooperative consolidation and integration of various requirements into an economical infrastructure is used wherever feasible to provide basic connectivity supporting programmatic requirements for the transport of data, voice, fax, electronic mail, and video. 

To the greatest extent feasible and economical, these gateway and consolidated circuits are used to support all other data distribution services unless otherwise specified. 

NISN's service performance metric for its international IP routed data services is negotiated with the customer and the carrier to the highest available percentage possible.

2.5.4 IP Routed Data - Security

While security is inherent in the definition of Mission Critical Service, security features can also be implemented within the context of Premium Service or Standard Service.  For example, route and/or traffic filtering may be implemented to provide restricted access to certain sub-networks as indicated by customer or ITS requirements.  It is important to note that NISN views security as a responsibility that is shared with the customer.  NISN and the customer work together to identify potential threats and solutions for satisfying customer needs. The Mission Critical Services network is an isolated network, while the Premium Services and Standard Services networks have connections to all NASA centers and to the Internet.

2.5.5 IP Routed Data - Summary

The performance specifications in Table 2-1 are stated from NISN-location to NISN-location, e.g., center-to-center, and these specifications apply to Continental United Stated (CONUS) connections only.  The customer is also advised that NISN cannot guarantee performance beyond NISN’s connections to the Internet.

Table 2-1.  Performance Standards for IP Routed Data (by Service Category)

	Service 

Category
	Availability4

(Percent)
	Restoral Time4
	Coverage Period
	Acceptable Packet Loss

(Percent)
	Round Trip Time5

	Real-time Critical 
	99.98 
	< 1 min1

	24X7


	 0.001 
	<120 ms

	Mission Critical 
	99.95 
	2 hr2
	24X7
	0.001 
	<120 ms

	Premium
	99.50 
	4 hr2
	24X7
	<1.0 
	<100 ms

	Standard
	99.50 
	<24 hr2,3        
	6 a.m. Eastern Monday to 6 p.m. Pacific, Friday
	1.0 
	<250 ms


Note 1:  
A capability for immediately switching to an alternate data path must exist.

Note 2:  
These restoral times represent the time to restore service to the user and assume immediate access to the user's facility to repair/replace equipment if necessary.  

Note 3: 
The 24-hour restoral time results from the decreased priority given to standard service as compared to the other classes of service and from the fact that standard routed data service equipment is often a considerable distance from a NASA operating location.

Note 4: These values apply only for those parts of the WAN service supported by the NISN mission services backbone infrastructure.  These values do not apply to tail circuits unless the circuits/services were specifically ordered and supplied with diverse routing end-to-end.

Note 5:
Round Trip Time (latency) is specified for data flow between WAN nodes controlled and operated by NISN.  Latency is a function of distance and carrier capabilities. User applications that are sensitive to latency must be engineered to account for the upper limit round trip times specified in the above table.

2.5.6 IP Routed Data - Definition of Terms

2.5.6.1 Packet Loss

Packets transmitted from the source NISN/customer interface, i.e., the connection between the NISN router and the customer router, but not received at the destination NISN/customer interface.  Acceptable loss is measured over any 24-hour interval.

2.5.6.2 Time to Restore a Service 

NISN will make every effort through its contractors and carriers to restore interrupted service in a timely manner.  A requirement has been levied by NISN on itself, its contractors and its carriers to return NISN services to an operational state as indicated below: 

· Real-time Critical < 1 minute

· Mission Critical  – within 2 hours

· Premium IP – 4-hours mean time to restore

· Standard IP – 24-hours mean time to restore

PIP and SIP time to restore is based on a calculated mean.  MTTR for PIP and SIP services is calculated on outage data gathered in the proceeding 90 days and is based on the time NISN receives an outage notification to the time the service is restored. The reader should note that a mean time calculation will allow some PIP or SIP service outages to exceed 4 or 24 hours respectively without exceeding the 4 or 24 hour MTTR.

Circumstances that can cause service outages to exceed the above limits are man made and natural disasters such as destruction of facilities or cabling.  Facility access restrictions or customer directed delays could also cause service outages to exceed the above limits.

2.5.6.3 Availability

Service availability is measured over the period of one year (8,760 hours).  A failure is defined as an event that results in a packet loss greater than 5 percent within NISN’s WAN.  Service availability excludes scheduled preventative maintenance or upgrades.  NISN’s approach to measuring availability includes the customer’s Service Access Point (SAP) as well as the availability of the shared resources within the network, i.e., the backbone. 

2.5.6.4 Round-Trip-Time

Round Trip Time is measured by utilizing the Internet Control Message Protocol (ICMP) utility of PING (Packet Inter-Network Groper).  Since PING utilizes TCP protocol 1; it has the lowest priority during transit across the network.  This means that all other traffic receives a higher priority during queuing within the router on a network link.  Because of this, an average is calculated to ensure that anomalies will not skew the data.  For the purpose of latency measurements NISN uses an average of 100 packets each sent with a 36 byte payload.

2.5.7 DNS

Both the Premium and Standard Service networks offer DNS.  Creation of new domain names will require the approval of NISN management.

2.5.8 Non-IP Routed Data

NISN will continue to support those legacy protocols currently in use until they can be phased out.  However, the customer is well advised to develop and implement its plans for the modification of the supported information system(s) to interface with the network using the IP protocol suite.  If NISN assistance in this regard is desired, NISN engineering support is available (see paragraph 2.6.5).

2.6 Custom Services [Service ID 2.7.5.04] 

Custom telecommunication and networking services are specifically designed and engineered to meet unique NASA programmatic requirements.  Each program determines the unique attributes of the data distribution services in such terms as security, availability, redundancy, and features that provide the optimum trade-off between cost and program success. 

Custom Services may be used both for space flight mission critical applications and for general administrative support requirements possessing unique attributes.

Service performance parameters, including pricing, must be negotiated on a case-by-case basis for each individual custom service.  Caution: the customer must be made aware that attaining end-to-end service restoral times similar to those associated with RCIP and MCIP routed data services may entail specifying diversely routed circuitry within the backbone portion of the service and will require ordering diversely routed circuitry for any associated tail circuits (refer to Table 2-1).

2.6.1 Dedicated Data [Service ID 2.7.5.01]

NISN encourages that maximum use be made of Routed Data Services.  These services provide the most cost effective solution for the vast majority of data applications and are particularly well suited to the bursty nature of most data flows.  However, NISN recognizes that there are unique applications that may require a full-time, dedicated bandwidth between two or more discrete locations.  The requirement may be driven by performance or security considerations, or to support unique data transfer protocols not otherwise supported by the network.  Dedicated Data Services can be provided to meet a wide range of speed and availability specifications.  However, customers need to be aware that these services will generally be much more expensive and less flexible than IP routed data IP services.  Dedicated Data Services may be used in support of other NISN services, or they may constitute part of a total network solution provided by NISN to a specific customer.  An example is the NASA Automatic Data Processing (ADP) Consolidation Center (NACC) that NISN supports with dedicated circuits and special interface equipment.  Dedicated Data Services may be used both for space flight mission critical applications and for general administrative support requirements possessing unique attributes.

Dedicated Data Services are currently available at rates from as low as 9.6 kbps up to multiples of 1.5 megabits per second (Mbps)  (2.0 Mbps with geographic restrictions) with the most common rates being 56 kbps and 1.5 Mbps.  Other rates require special engineering to implement.  Availability and implementation intervals would be negotiated on an individual requirement basis. Caution: the customer must be made aware that attaining end-to-end service restoral times similar to those associated with RCIP and MCIP routed data services may entail specifying diversely routed circuitry within the backbone portion of the service and will require ordering diversely routed circuitry for any associated tail circuits (refer to Table 2-1).

Dedicated transmission facilities, Digital Signal (DS)-1, DS-3 or and up to OC-3x private lines can be implemented and outfitted with network hardware to meet the user interface and provide users with a large bandwidth connection between any given two sites. 
2.6.2 Switched Data 

Switched 56 kbps (S56) data services are available for customers who require bandwidth often but only for a short period during each session.   This service provides high-speed synchronous data transmission between source and destination.  S56 services may also be used in support of audio/video/data teleconferencing, bulk data transfer, and overflow/backup services. 

2.6.3 High Rate Data/Video 

The High Rate Data System (HRDS) is a one-way, simplex, multi-mode/multi-channel system designed for operation over a full C-band (36 Megahertz (MHz) domestic communications satellite transponder.  Specifically, it is used to provide the ground communications path between the White Sands Complex (WSC) and the user at Johnson Space Center (JSC).  Additionally, a technical monitoring capability exists within the GSFC technical control facility.  This service provides a medium for transport of a Tracking and Data Relay Satellite System user’s digital baseband return link when the rates are two Mbps or higher.  The system has an upper limit for the user’s data of 48 Mbps.   The satellite transponder utilized for HRDS services is also configurable to provide video transmission from WSC to JSC and GSFC or from Kennedy Space Center (KSC) to JSC, MSFC, and GSFC.    

2.6.4 Secure Communications

Secure Communications services are invoked whenever there are requirements for one or more of the following:

a. Secure Telephone Unit (STU)-III and Secure Terminal Equipment (STE) devices

b. Secure facsimiles

c. Secure Data Devices (SDD)

d. Secure voice teleconferencing

e. Circuit encrypters 

f. Automatic Digital Network (AUTODIN) interface

g. Key management centers

h. End-user encryption

i. Electronic key management systems

j. Other new protective technologies

Requirements for secure communications must always be coordinated through your Center’s NASA Communications Security (COMSEC) Account Managers (CAM) [see Table D-1 for the name of your NASA (or contractor) CAM].  Your NISN Service Manager (NSM) is in a position to help you with this coordination.  See Appendix C for a listing of the NSMs and their areas of cognizance.     

2.6.5 Network Integration and Consulting [Service ID 2.7.5.03]

Whether a customer’s requirement is as small as a simple data link between two points or as complex as a dedicated sub-network for a specific project, consulting and integration services are available to provide the customer with one-stop shopping for the satisfaction of communication and network requirements. If the requirement is unique or does not easily fall within standard service offerings, consulting staff is offered to work with the customer to provide a tailored solution to the unique needs of a project. 

Examples of available services include: 

a. Requirements Analysis 

b. Sub-network Engineering & Design 

c. Implementation Coordination 

d. Prototyping Activities 

e. Network Traffic Modeling

f. Security Controls Analysis & Design

2.6.6 BRI

Integrated Services Digital Network (ISDN) BRI is the most basic ISDN interface. ISDN BRI provides the customer with two 64 kbps Bearer (B) channels and one 16 kbps Data (D)-channel, each of which may be shared by numerous ISDN devices.  It is the ideal service for homes and small offices, which, in the interest of controlling expenses, require a service that can integrate multiple communications needs.  BRI lines can be used for lower speed video calls or dial back up to dedicated data lines and simultaneous voice and data connections.  It is ideal for telecommuting workplaces and long distance learning.

2.6.7 PRI

In North America, ISDN PRI includes one 64 kbps D-channel and 23 B-channels (30 B-channels in most other parts of the world).  The number of B-channels is limited by the size of the standard trunk line used in the region, T-1 in North America and Japan and E-1 most everywhere else.  Unlike BRI, PRI does not support a bus configuration, and only one device can be connected to a PRI line.  Sample uses are terminations to a router for data transmission, a Coder-Decoder (CODEC) for Video calls or a Private Branch Exchange (PBX) for voice calls.   The connection to the PBXs allows use of some of the better-known features of ISDN such as caller Identification (ID).    

2.7 International Services

2.7.1 Background

NASA’s affiliation with other National Space Agencies and international contractor locations fosters cooperative efforts between NASA and the international space community.  NASA’s goal to enhance international communication and resource sharing continues to deliver unprecedented technology and enhanced information systems capabilities worldwide.  NISN’s International Interagency Telecommunications (IIT) function sponsors evolutionary concepts and ideals designed to improve service and performance for the international space community as a whole, while enhancing the flexibility, reliability, and expandability of the NISN network. Studies conducted by a team of government and contractor personnel were used to determine the feasibility and merit including new international space programs and the International Partner agencies within the NISN sphere of operation.  As cutting-edge technology continues to advance, NISN’s IIT programmatic vision for the future provides increased network capabilities, including a significant increase in advanced technology testing, to aid in the development of more advanced support and lower costs to the users. 

2.7.2 Overview of the IIT Network

Formerly, ordering common carrier circuits for remote locations satisfied International communication requirements.  The expense involved in provisioning these individual circuits became prohibitive, but international requirements continued to expand.  To reduce costs and increase efficiency and flexibility, the NISN IIT project established digital backbone satellite and terrestrial/undersea cable circuits between NASA and various International locations.  These gateways are located at NASA Centers and at International Partner Agency facilities for the transport of data, voice, fax, electronic mail, and video.  NISN IIT provides international services to 15 countries, and range in speeds between 9.6Kbps to 52Mbps.  These services traverse via a combination of terrestrial and satellite technologies.  A list of international locations that have been established can be found in Appendix E.

Expansion of the NISN international network is accomplished using one or more of the following approaches: 

a. Sharing NISN’s backbone circuit extensions with International Partner Agency networks,

b. Providing NISN tail circuit extensions from a NASA site to an International Partner Agency location, and

c. Providing NISN Special Services circuits tailored to a specific set of customer requirements.

2.7.2.1 Deep Space Network (DSN) Circuits

The vast majority of the international services are procured end-to-end.  Even though there may be several carriers and Local Exchange Carriers (LECs) involved, NISN contracts with one main carrier and that carrier subcontracts with the other LECs.  However, there are exceptions to that rule.  For instance, the circuits procured to Madrid, Spain and Canberra, Australia for the DSN are purchased as half-circuits only.  This means that the domestic carrier and foreign end carrier meet halfway.  NISN procures the domestic half and the foreign customer procures the international half.  This is due to international treaties that have been established between the USA and these governments.

2.7.2.2 Russia IT Service [Service ID 2.7.6.04]

The Russian IT Service provides Data Distribution and ITS in support of the IT needs of NASA in communicating with NASA and Russian personnel located in Russia.  These services are depicted in Table 2-3.

Table 2-2.  Russia IT Services and Performance Standards

	Service
	Availability

(Percent)
	MTTR
	Latency
(Round Trip)
	Other

	Mission Critical Voice
	99.98 
	< 5 Minutes
	< 700 ms
	< 1 percent Harmonic distortion 

<-40dBM0 noise level 

Capability to immediately switch to alternate path.

	Mission Non-Critical Voice
	99.95 
	< 2 Hours
	< 700 ms
	< 1 percent Harmonic distortion

< -40dBM0 noise level

	Admin Voice/Fax
	99.95 
	< 4 Hours
	< 300 ms
	P3 Grade of Service

	Mission Critical Data
	99.98 
	< 1 Minute
	< 300 ms
	Capability to immediately switch to alternate data path.

<. 001 percent Packet Loss

	Mission Non-Critical Data
	99.95 
	< 2 Hours
	< 300 ms
	<. 001 percent packet loss

	Admin Data
	99.95 
	< 4 Hours
	< 300 ms
	< 1 percent packet loss

	Mission/Admin Video
	99.95 
	< 4 Hours
	< 300 ms
	

	Admin Video
	99.95 
	< 4 Hours
	< 300 ms
	 


As NASA’s total IT service provider in the Russian Federation, NISN Russia Services also provides:

a. Personal Computers, software applications, servers, and LAN comprising office automation infrastructures 

b. NASA and FTS telephone services

c. Electronic Mail 

d. Data and Applications Hosting services

e. Network Security inclusive of intrusion detection and anti-virus protection

f. 24x7 Network Monitoring 

g. 24x7 Help Desk 

h. Mission Support for the Houston Support Room (HSR) at Mission Control Center-Moscow (MCC-M) 

i. Web Services for on-line guidelines and procedures, phonebooks, etc. 

j. IT and Telecommunications Life-cycle Support: from Hardware/Software Procurement, Crating, Shipping, Exporting, Importing Controls, Security Procedures and Installation

This service provides a significant variety of support to NASA projects working in association with the Russian Federation.  Major projects currently supported include the International Space Station (ISS), the International Affairs Office, an Earth Observing System (EOS) experiment, and the interchange of data and information between NASA’s and Russia’s science communities.

2.8 Communications Management and Information Services

In addition to providing IP routed data services, NISN also offers related technical consulting and IT services.

2.8.1 Management of Communication Services  

NISN will work closely with program/project personnel to identify and define their service requirements.  NISN will translate these needs into communications services and identify cost factors, technical constraints/possibilities, timelines, and implementation processes.  NISN provides lifecycle management of its services.  In short, NISN will act as a proxy single manager for communications services in support of your program or project for the cost-effective successful attainment of its goals and objectives. 

2.8.2 Technical Consulting  

NISN provides its existing and prospective customers with a knowledge base of its service capabilities, limitations, policies, and processes for the acquisition, management, and use of communication services.   NISN can provide its users with insight on the potential value and payoff of to the customer of using NISN’s available communications services.   

2.8.3 Information Services   

NISN provides a single point source for maximizing the efficient use of available communications services.  It provides its users with information appropriate to their specific endeavors, expertise, and expectations that may be used to enhance the productivity of a customer’s operations. 

2.8.4 Application Services   

NISN will work with the customer to maximize the potential payoff of IT, and will provide technical and administrative expertise with respect to the capabilities, limitations, implementation, and management of enabling technologies.  NISN will assist the customer, within negotiated limits, in determining the network potential and limitations of specialized and unique software applications.

2.8.5 Ad Hoc Communication Services

There are circumstances in the provision of communication services for certain NASA supported or sponsored endeavors where, because of the constraints of time and space, advance planning may not be possible, or the physical demands of a requirement may render more traditional fixed site communications management and implementation strategies inadequate.  Services to sites not served by traditional carrier infrastructures, services to mobile sites, or services for short periods of time require in-depth knowledge of current communications technologies, their possibilities and limitations all require specialized management for their implementation, in-service operation, and termination when the service requirement ends.
2.8.6  DNS

NISN registers NASA.GOV domain names and administers the NASA.GOV Internet domain naming policies, conventions, and the DNS within NASA. Sub-domain management is conducted by the appropriate NASA centers/organizations. 

2.8.7 NASA Directory Services (X.500) 

The NASA Directory Service is based upon the international X.500 standard for the organization and presentation of a hierarchical directory service infrastructure. The SCDS NISN organization provides an infrastructure consisting of an Agency level system and centralized support of center level systems for maintaining the disbursed hardware and software systems. 

The NASA Directory Service was primarily established to assist in the standardization of the various NASA electronic mail addressing and look-up. The use of the Directory Services has expanded to include Fax number, pager number, building and room, telephone number, a unique identifier, and address look-up information. In the future, the capability of using the directory service for supporting public-private key encryption systems to support privacy and authentication needs of Agency programs is envisioned along with use of the Unique Identifier supporting the NASA Integrated Financial Management Project. 

2.9 Service Implementation Test and Acceptance

NISN performs testing during service implementation to verify service delivery.  The testing performed by NISN normally falls within two categories: 

a. Testing of purchased services such as carrier provided circuits 

b. Testing of services provided by the existing NISN infrastructure such as routed IP data, voice, and video. 

When implementing new services, NISN works with the requesting Customer organization to verify, as closely as practical, the true end-to-end service delivery before agreeing that the NSR is “in service”.  In instances where the Customer is not prepared to test the service at implementation, NISN will perform testing consistent with the type of service requested and the corresponding performance parameters as described elsewhere in the NSD for each category of service.

Section 3.   How to Request Services

3.1 General

Customers request NISN services using the Web-based electronic NSRS.  [One must have an account to use the NSRS.  If you do not have an account and need to use the NSRS, click on the hyperlinked text to fill out a NISN Application Access Request following the instructions provided at the end of the form.] This on-line service-ordering process should be used regardless of whether the requirement already appears in a higher level document such as a human space flight Program Requirements Document (PRD), Mission Requirements Request (MRR), and Detailed Mission Requirements (DMR) documents used for non-human flight Mission requirements and the PSLA used for non-Mission requirements. 

WAN services associated with mission requirements normally enter the NISN with the coordination of an NSM (see Appendix C for the name and phone number of the NSM responsible for your requirement).  The NSM, or a member of the NISN CSOC Customer Service staff, processes and tracks the requirement from its receipt to its implementation.  In all probability, the customer will have had significant previous contact with the assigned NSM or NISN CSOC Customer Service staff during the customer’s earlier planning stages. 

3.2 The Requirements Process

3.2.1 Customer Actions

Customers initiate contact with NISN by one of the following methods to make known any new service requirements:

a. Contact your NISN Center/Program representative (see Appendix D for a list of NISN representatives).  This person can do one of two things on your behalf: (1) provide you with complete POC information for dealing directly with the CSOC/NISN/CSR staff person who will be managing the processing and implementation of your requirement or (2) submit an NSR form directly to the CSOC/NISN/CSR staff person on your behalf.  In the event that you select option 2, you will need to provide your NISN site representative all the information necessary for completion of the form.

b. You may fill out the on-line NSR form yourself and submit it electronically to the NISN CIG for action.  If you do not have access to the Internet, you may contact your NSM (see Appendix C) to arrange a means of obtaining and completing the NSR form.

c. Additionally, customers need to contact the appropriate CCM assigned to work with their particular project(s).

Note: 

When a customer requires Secure Communications (e.g., voice, data, fax), the request must be submitted through the CAM (see Table D-1).  The NISN CIG staff will assist you with the preparation and submission of such requests and NSR as appropriate. 

3.2.2 NISN Actions

Once a service request has been received by the CIG, the NSR is entered into the NSRS and undergoes an in-house evaluation, to determine the level of service being requested.  Part of this validation process includes ascertaining the requirement’s validity and that customer funds are available to defray the cost of the requested service.  When these evaluation steps are completed, the CIG obtains any additional information that may be needed to implement the service.  

3.3 NISN Services Request System 

The NSRS, which is accessed via the Web using a user identification and password, describes NISN service offerings and provides the on-line means to request the needed service(s).  Refer to the following web site: https://nsrs.nisn.nasa. gov/.  On-line service requests are made selecting the appropriate page for Video Services, Voice Services, Fax Services, Routed Data Services, or Custom Data Distribution Services and following the instructions associated with the selected service.  Customers and NISN personnel may also view the status of a previous service request selecting “NSRS Status” on the pull down menu.  Responses to on-line queries will be in near real-time and reflect the stage of approval or implementation of the requested service.

3.4 Requesting Rough Order of Magnitude (ROM) Costs and Detailed Cost Estimates 

Customers frequently need estimates of what their new communications service requirements are going to cost.  Sometimes a very general, rough order of magnitude number may satisfy this need.  At other times, the need may be for a fairly accurate estimate of all the costs associated with a set of requirements.  NISN will provide ROM costs and Cost Estimates upon request. 

3.4.1 Detailed Cost Estimate Vs ROM Cost 

The distinction between a ROM Cost and a Cost Estimates is described in the following paragraphs:

3.4.1.1 ROM Cost

A ROM Cost is a general approximation of the cost of providing a stated service.  It is based on experience, costs of similar services, or on a cursory examination of other vendor’s rates.  A ROM Cost is usually provided to a customer who is seeking general information.  ROM Costs do not include engineering analyses, references to configuration databases, nor the development of alternative solutions to generally stated communications requirements.  ROM Cost information can normally be provided within 5 working days.  

3.4.1.2 Detailed Cost Estimate

A Detailed Cost Estimate provides a more detailed and comprehensive response than a ROM Cost does.  Detailed Cost Estimates are based on the costs associated with a specific solution to a generally stated requirement.  Detailed Cost Estimates generally result in dollar figures that include all known cost elements, i.e., labor, additional equipment, overhead, carrier recurring and non-recurring costs, travel (if required), etc.  Given the variability of the factors associated with developing Detailed Cost Estimates, NISN cannot set a general standard that would be applicable to all requests.  Often, detailed information is required from sources outside NISN and may only be gained by the issuance of a formal Request for Information (RFI) to industry.  However, NISN will provide the requester with status information and with such cost information (e.g., for those elements of the solution, which have been costed) within 15 working days of receipt of a Request for a Detailed Cost Estimate.

3.4.2 How to Request ROM Costs and Detailed Cost Estimates

ROM Costs and/or Detailed Cost Estimates may be requested via telephone and/or E-mail.  Responses will be provided directly to the requester by phone or by E-mail. The points of contact for requesting circuit ROM Costs and Detailed Cost Estimates are provided in Appendix C.

Section 4.   Fiscal Year 2003 (FY03) Pricing

4.1 General

The driver behind charging customers for NISN services is the migration by NASA to a posture in which Enterprises and Projects are responsible for their budgets.  Therefore, certain services which once were centrally funded by the former Office of Space Communications, NASA Code O, the functions of which office have since been incorporated into NASA’s Office of Space Flight, Code M, and the SCDS organization, have become the responsibility of each Enterprise and Project to include within their budgets.  Certain SCDS-managed funds will be appropriated to customer Projects through their Enterprises. Funding for NISN communication services falls into this category.  Accordingly, NISN has developed methodologies for pricing the services described elsewhere in this document. 

4.2 Pricing Overview

The objective of the NISN pricing methodology is the full recovery of costs incurred by NISN in providing its services to customers.  The methods must be fair and accurate in order to reflect industry trends and to avoid, where possible, the subsidization of one user’s costs by another user.  NISN, through its contractors, provides Enterprises, Projects, and other customers with WAN services.  Included in the price of services delivered to NISN customers are the operation and maintenance of the supporting infrastructure, technical control functions, General and Administration (G&A) overhead, contract fee, network management, and the resources to enable service restoral within the timeframe specified by the service category.   See Table 4-1 for an expanded listing of these Cost Elements.  

4.3 Budgeting Process

NISN will interact with its customers to define budgets on an annual basis and throughout the year as requirements change.  The following is a high-level description of the budgeting process:

a. Customers define their requirements for NISN services and NISN provides price estimates for those requirements.  Customers may refine requirements as necessary. Definition and modification of the customer’s requirements are accomplished during the development, updating, and reconciliation of each Project’s and Enterprise’s Program/PSLA.   [Ongoing process]

b. NISN summarizes prices at the project, center, and Enterprise (or other funding sources for non-NASA customers) levels.  Projects and Enterprises may refine their requirements to fit within their budgets. (2nd Qtr FY)

c. Enterprises will commit to a full year of funding for the finalized requirements set at the start of the fiscal year and transfer funds. (1st Qtr FY)

d. NISN will track any requirement changes throughout the year.  Prices will be charged appropriately for new, changed, or cancelled requirements. [Ongoing process]

e. NISN will provide customers with planned versus actual reporting to keep customers informed as to the status of their funding. [Monthly or as required]

f. The FY05 PSLA schedule is identified below:

1. September 24th - 05 Funding strategy to NISN staff for review
2. October 13th - POP Requirements Call Letter (to include funding strategies)

3. October 13th thru Nov 19th - Requirements review with customers (baseline 04 requirements will be provided)

4. November 20th thru 28th - Enter new requirements in NISN Requirements Database

5. December 1st thru 5th - Requirements confirmation 

6. December 5th - 05 POP requirements cut-off (firm)

7. December 15th thru 19th - Format new requirements into requirements Database.  Enterprise/NISN requirements review 
8. January 2nd thru 15th  - Engineering Analysis and Rate Development
9. January 15th - Rate approval through NISN CCB

10. January 28th thru Feb. 11th - Apply new rates to Requirements DB

11. February 16th thru 23rd - Prepare budget packages for distribution to customers

12. February 23rd - Contractor POP submit to NISN

13. February 24th thru March 9th - Internal NISN review and DB updates

14. March 10th - Distribute budget packages to customers
15. March 17th thru 31st Budget reviews with Customers
16. April 1st thru 14th - Inputs from 05 Budget reviews/unresolved commitments incorporated into Requirements DB

17. April 21st thru 28th - PSLA Word Document to CCB for approval

18. May 3rd - 05 PSLA NISN POP submission

19. May 5, 2004 - 05 Requirements Snapshot (create 05 signature PSLA Details)

20. May 21st - Distribute PSLA Word document and NISN Details to CCCM’s, CSR’s, and customers

21. May 24th thru June 11th - PSLA Word document signatures due
4.4 Cost Elements

NISN prices are set to recover the entire cost of doing business.  So in addition to costs incurred by NISN in fulfilling customer requirements, prices will include elements for NISN’s indirect costs (G&A, etc.).

Note that for all years, NISN services include all the functions required to support an agency-wide network.  Examples include network monitoring 365 days a year; technical and help desk assistance; trouble ticketing, fault isolation and resolution; configuration and change management; carrier and vendor management; and sustaining engineering support.  These costs are included in the service price.

Table 4-1.  Cost Elements

	Cost Elements

	Direct contractor labor (burdened)

	Transmission services (plus maintenance) 

	Hardware nonrecurring cost (plus recurring maintenance cost)

	Software nonrecurring cost (plus recurring maintenance cost)

	Other vendor costs

	Indirect contractor labor (burdened)

	Included elements (NISN G&A, Center G&A, etc.)


In general, the methodology for pricing NISN services is to create a rate for one unit of service by dividing the total costs of the service by the required units of service.  This rate is then applied to all requirements in order to calculate a price.  In some cases, NISN will continue to charge actual costs for some services.  In all cases, NISN will add an overhead charge to recover indirect costs.  The tables associated with each of the services discussed in the following paragraphs (4.5 through 4.10) illustrate the methods by which users will be charged for each of these NISN services.   The prices for these services can be found via the NISN home page.

4.5 Video Services

A basic unit of measure for a service determines the price for that service.  For instance, since Video Teleconferencing is used throughout the Agency, a price is assigned to each ViTS room (or virtual connection) based on the total annual cost of providing the service.  Centers and major NASA facilities listed in Table D-1 will be charged for the number of installed rooms at a price per room rate.  The other services whose prices are determined in the same manner are VRA and fax maintenance.  New installations or additions will be priced at the actual cost to NISN. Broadcast Quality Video services will be based on actual cost to NISN.

Table 4-2.  Video Service Pricing Units
	Service ID
	Funded by
	Title
	Unit of Service

	2.7.1.01
	Customer
	ViTS Room Equipment
	Average Cost/System

	2.7.1.02
	Core
	ViTS Room Maintenance
	Room per month

	2.7.1.03
	Customer
	VRA Room Equipment
	Average Cost/System

	2.7.1.04
	Core
	VRA Room Maintenance
	Unit per month

	2.7.1.05
	Center FTS Account
	Video Usage
	Minute 

	2.7.1.06
	Core
	Occasional Use Video
	Annual/Unit

	2.7.1.07
	Core
	High Rate Data/Video System (HRDVS) for Space Shuttle
	Annual/Unit

	
	Customer
	DVA Equipment
	Average Cost/System

	
	Core
	DVA Maintenance
	Unit per month


4.6 Voice Services

A basic unit of measure for voice services also determines the price for that service. As in the case for Video Teleconferencing, Voice Teleconferencing is also utilized throughout the Agency.  SVS including Long Distance Calling, 800/866/877/888 Numbers, and Calling Cards will be based on FTS rates.  Dedicated Voice services will be priced and the rate will be applied on a per voice connection per month basis.  It should be noted that the international rate structure would be different from the domestic rate structure (“domestic” includes all of North America).

Table 4-3.   Voice Service Pricing Units
	Service ID
	Funded by
	Title
	Unit of Service

	2.7.2.02
	Customer
	VoTS Large Conference Room
	Average Cost/System

	2.7.2.03
	Core
	VoTS Usage—Operator Assisted
	Cost/Minute

	2.7.2.04
	Core
	VoTS Usage—Dial In
	Cost/Minute

	2.7.2.05
	Core
	Dedicated Voice
	Service Rate/Month

	2.7.2.06
	
	RESERVED
	

	2.7.2.07
	Center FTS Account
	Long Distance Switched Voice
	Service Rate/Month


4.7 Broadcast Fax Services

Broadcast Fax service and service units are presented in Table 4-4.

Table 4-4.  Fax Service Pricing Units

	Service ID*
	Funded by
	Title
	Unit of Service

	2.7.3.03
	Core
	Broadcast Fax Service—Broadcast Subscription
	Rate/Page

	2.7.3.04
	Customer
	Broadcast Fax Service—Lease Arrangement
	Machine per Month


4.8 Routed Data Services

Routed Data services will be based on separate monthly rates per required kilobit of bandwidth for SIP, PIP, MCIP, and RCIP services.  The rate for SIP service will be the lowest rate, with rates increasing for each service up to RCIP.  Backbone and tail circuits providing off-Center customers with their access to the backbone are priced separately.  Table 4-5 lists the routed data services and their service units.  
Table 4-5.   IP Routed Data Service Pricing Units

	Service ID
	Funded by
	Title
	Unit of Service

	
	
	Standard Routed Data (Increments)
	

	2.7.4.01
	Core
	n*56/64 Kbps
	Units per month

	2.7.4.02
	Core
	n*1536 Kbps
	Units per month

	2.7.4.03
	Core
	n*10 Mbps
	Units per month

	2.7.4.04
	Core
	n*43 Mbps
	Units per month

	
	
	Premium Routed Data ((Increments)
	

	2.7.4.11
	Core
	n*56/64 Kbps
	Units per month

	2.7.4.12
	Core
	n*1536 Kbps
	Units per month

	2.7.4.13
	Core
	n*10 Mbps
	Units per month

	2.7.4.14
	Core
	n*43 Mbps
	Units per month

	
	
	Mission Critical (Increments)
	

	2.7.4.21
	Core
	n*56/64 Kbps
	Units per month

	2.7.4.22
	Core
	n*1536 Kbps
	Units per month

	2.7.4.23
	Core
	n*10 Mbps
	Units per month

	2.7.4.24
	Core
	n*43 Mbps
	Units per month

	
	
	Real-time Critical (Increments)
	

	2.7.4.31
	Core
	n*56/64 Kbps
	Units per month

	2.7.4.32
	Core
	n*1536 Kbps
	Units per month

	2.7.4.33
	Core
	n*10 Mbps
	Units per month

	2.7.4.34
	Core
	n*43 Mbps
	Units per month

	
	
	Routed Data Tail Circuits
	

	2.7.4.41
	Customer
	n*56/64 Kbps
	NISN Quote

	2.7.4.42
	Customer
	n*1536 Kbps
	NISN Quote

	2.7.4.43
	Customer
	n*10 Mbps
	NISN Quote

	2.7.4.44
	Customer
	n*43 Mbps
	NISN Quote

	2.7.4.45
	Customer
	Installation charge
	NISN Quote


4.9 Custom Data Distribution Services

The prices for Custom Data Distribution services such as Dedicated Data, Switched Data Services (SDS), Switched 56 (SW-56), HRDVS (a Shuttle service), Secure, International, Russia, and Engineering Support will be based on the actual costs of providing the service.  Since each of these services is individually tailored to the customer’s requirements, a quotation from SCDS must be obtained in each instance.  Table 4-6 lists some categories of Custom Data Distribution Services and their service units.  

Table 4-6.  Custom Data Distribution Service Pricing Units

	Service ID
	Funded by
	Title
	Unit of Service

	2.7.5.01
	Core & Customer
	Dedicated Data Service
	NISN Quote

	2.7.5.02
	Core & Customer
	International Service
	NISN Quote

	2.7.5.03
	Customer
	Integration and Consulting Service
	NISN Quote

	2.7.5.04
	Customer
	Custom Service
	NISN Quote


4.10 IT and Infrastructure Services

NISN also provides services in direct support of NASA’s IT and networking infrastructure.  Customers do not separately order those services provided on an institutional basis.  If a customer needs one of these services, then that customer will need to contact the cognizant NISN Center Representative for further instructions on use or scheduling of those services.  Table 4-7 lists these services along with their Units of Service.

Table 4-7.  IT and Infrastructure Service Pricing Units

	Service ID
	Funded by
	Title
	Unit of Service

	
	
	
	

	2.7.6.04
	
	Russia IT Service
	NISN Quote

	
	
	
	

	2.7.6.06
	
	Research Support
	NISN Quote


4.11 Technology Refresh

Video Services are currently the only NISN services that include a fee for technology refresh.  This fee is identified as a line item in the customer’s PSLA and is implemented through the NISN Non-maintainable Equipment (NME) plan.  Hardware items utilized by other services are replaced only as the need arises.  Software is replaced as new software versions become available through the maintenance plans purchased by NISN and only if NISN warrants that the upgrade benefits the Agency.  Customer requested technology upgrades might require customer funding before implementation.
Appendix B.   Supported Interfaces, Protocols and Demarcs

A.1
General

NISN supports the interfaces and protocols listed below.  If your particular requirement does not appear on this list, please contact your NSM in the CIG to determine if it may be satisfied by a standard service offering or if it requires a custom solution (custom solutions cost more than standard offerings).

A.2
Interfaces

	Consultative Committee for International Telephone and Telegraph (CCITT) V.35
	Differential Emitter Coupled Logic (D-ECL) 
	EIA RS-449
	Stick and Click Connector (SC), Stick and Twist Connector (ST), Optical

	Digital Cross-Connect Level 1 (DSX-1)
	Electronic Industries Alliance Recommended Standard 232 (EIA RS-232)
	EIA RS-530
	Registered Jack (RJ)-xx

	· DSX-3
	EIA RS-422
	High Speed Serial Interface (HSSI)
	Bayonet Neill-Concelman (BNC)


A.3
Protocols

Subject to waiver action, the use of IP is required for the transport of data across the NISN.  Refer to Applicable Documents 1.4.1.b and 1.4.1.c  for specific protocol standard information and waiver processing instructions.

	User Data Protocol/Internet Protocol (UDP/IP)
	Border Gateway Protocol (BGP)
	Multi-cast Open Shortest Path First (MOSPF)

	Transmission Control Protocol (TCP)/IP
	4800 Bit Block (4800 BB)
	Multi-cast

	Multilink Point-to-Point Protocol (MPPP)
	Consultative Committee for Space Data Systems (CCSDS)
	Voice Over Internet Protocol (VoIP)


Appendix C.   Lead Time Guidelines

B.1
General

The service provisioning lead-time guidelines listed in Table B-1 have been established as targets.  Though they represent goals for CSOC to work towards, contractual vehicles within CSOC and perhaps between CSOC and NASA may need to be modified for them to become metrics against which contract performance may be measured.  These guidelines are intended for general planning purposes only.  Lead times associated with integrating large projects which may involve new construction, new technology, or industry solicitations must be negotiated with the customer.  Discussion of your requirements with the NISN-CSOC site representative and members of the NISN-CSOC team may help to determine a more specific implementation schedule for your requirement.

B.2
Lead Times

Normal domestic and international services acquired through CSOC can be implemented in a reasonable amount of time if funding is available.  The lead-time guidelines generally apply for basic and standard commodity services.  (Days are expressed in terms of normal workdays; the count does not start until the NSR has been both validated and funded.)  NISN intervals may be affected by actions performed by the customer or host location to support end-to-end connectivity.
B.3.1
Lead Time Factors

Some engineering, procurement, and operations actions are performed in parallel thereby shortening the overall interval to provide the requested service. 

B.3.1.1
Engineering

Typically, ten days are allowed for engineering, starting with receipt of the NISN service request by WAN engineering.  Special studies may require more time and/or funding will be negotiated with the requesting customer.  

B.3.1.2
Procurement

Allow 10 to 70 days for standard items, circuits and equipment. 

B.3.1.3
Shipping

Allow 3 to 6 days for standard equipment.  Overseas and special project requests can be negotiated.

B.3.1.4
Operations

Allow 19 days for operations on normal installations.  Expedited services can be operational in 5 days or less.  The customer should be aware that expedited services could incur additional charges.  Other service installation intervals can be negotiated.

Table B-1. Service Lead Time Guidelines

	SERVICE 
	INTERVAL TO PROVIDE               (in normal work days unless otherwise stated)

	VIDEO
	

	   ViTS
	Site/Service Request Specific

	   VRA
	58

	   DVA
	58

	Video Distribution
	Site/Service Request Specific

	VOICE
	

	   VoTS
	

	      Large System
	Site/Service Request Specific

	   Switched Voice Service
	35

	      Von/Long Distance
	10

	      Toll Free Numbers
	14

	      Calling Cards
	23

	   Dedicated Voice
	10 between major centers

45 between all other sites

	Broadcast FAX
	

	ROUTED DATA
	

	   IP
	53

	   Non-IP
	Site/Service Request Specific


	CUSTOM
	Site/Service Request Specific

	BRI and PRI
	30

	
	Assumption:  Interval begins when NSR is received as validated and funded


Appendix D.   NISN POC

C.1
NASA Enterprise, Center or Facility, and Program Assignments

CIG personnel are assigned responsibility for requirements processing and implementation based upon the NASA Enterprise served by the requirement, as well as on program/project and NASA Center or Facility basis. NSM assignments, by Enterprise, are found at http://www.nisn.nasa.gov/pocs/nsm.htm. Where resources permit, the CIG assigns both a primary and alternate person to be the cognizant NSM for each NASA Center or Facility. 
C.2
NISN On-site Customer Support

NISN also provides a cadre of personnel who are available to provide our customers with on-site support.  These persons and the centers for which they are assigned responsibility are shown at http://www.nisn.nasa.gov/pocs/site_rep.html.

C.3
About this Document

Send your comments or questions pertaining to this document to the following E-mail address: mailto:Kim.Wright@msfc.nasa.gov.

C.4
NISN Organization

The NISN organizational structure along with such information as names, phone numbers, and email addresses of the incumbents may be found at http://www.nisn.nasa.gov/pocs/NisnOrganization.htm
Appendix E.   Key Personnel

D.1 
NISN Center/Program Representatives 

In a letter dated January 8, 1997, the MSFC Center Director requested the assignment of a member of each addressee’s organization to function as a formal POC for the NISN Project Office.  In general terms, a NISN Center/Program Representative should be a senior person who is able to commit the organization in areas such as the communications networks budget, requirements for service, and policy.  This letter listed more specifically the functions of a NISN Center/Program Representatives as follows:

a. Gathering and verifying network requirements

b. Coordinating requirements with NISN CIG

c. Initiating requests for studies or cost estimates to the NISN organization

d. Receiving and facilitating the distribution of NISN information

e. Participating in center/program requirements reviews

f. Interfacing with the NISN Team

g. Coordinating local installation activities in support of NISN services

h. Representing Center/Program at NISN Customer Forums

i. Facilitating validation of NISN billing information for services

j. Coordinating funding issues

k. Identifying issues and areas of concern

l. Providing contract evaluation input.

The primary and alternate NISN center and program representatives are depicted at the following web site: http://www.nisn.nasa.gov/pocs/nisn_rep.html.

D.2
Customer Commitment Managers 
 seq head5 \r0 \h 

 seq head4 \r0 \h 

 seq head3 \r0 \h 
A Customer Commitment Manager (CCM) is responsible for the process that results in one or more commitments being made between the SCDS and a space project.  These commitments define the total set of services that are to be provided by SCDS to the project.  CCM assignments within the SCDS organizational structure are found at the following web site: http://nisn.nasa.gov/pocs/nisn_rep.html.

D.3
NASA COMSEC CAMs

Each NASA Center has an assigned CAM who is responsible for ensuring that NASA and National security policies, where applicable, are implemented effectively.
Appendix F.   BGP Route Selection

E.1
Community Tags

The Administrators of the NASA Network Service Providers (NNSP) may institute a mechanism of “Tagging” packets bearing their respective addresses but received from outside their networks, via the Internet.  BGP Community Tags provide the mechanism for refusing the routes received.  Typically, tags are used in WAN to provide a manner to select which routes can exit the network.

The need for this route selection is typically created when end user organizations acquire alternate Internet connectivity from independent Internet Service Providers (ISP) but utilize IP addresses assigned by a NASA network provider, rather than the independent ISP’s address space, when using the ISP’s path to the Internet.  

The issues relating to addresses assigned to a particular block being advertised authoritatively to the Internet from sources other than the Network to which the address is assigned include:

· Route loops

· Security holes

· Concerns associated with the administrative overhead for the ‘owner’ of the affected block.

When a Network Service Provider (NSP) implements Community Tags, routes received from the Internet bearing addresses that are part of the NNSP Classless Inter-Domain Routing (CIDR) block may be accepted and tagged with the tag XXX:YYY, where XXX denotes the Autonomous System (AS) number and YYY denotes a numbering scheme that places that route outside the likely ‘BGP BESTPATH’ selection.  Further, BGP routes and BGP sessions typically have their ‘NEXT-HOP’ set to the established peering connection in order to eliminate attempts to proxy peer.

· All NASA Enterprises/entities that BGP peer with an NNSP that institutes Community Tags must register their policy and routing into the Routing Arbiter Database (RADB), or some other Internet Routing Registry (IRR) that peers/mirrors with RADB, to prevent routes from being filtered (see link http://www.irr.net/docs/list.html for those IRRs).  The NASA Enterprises/entities requiring assistance in establishing and publishing their policy may request support from the Principle Center for Communications Architecture (PCCA) at dns.support@nasa.gov.

· Any NNSP planning to implement Community Tags for route selection must migrate their filter lists to poll the RADB, or some global mechanism, before implementing filtering.  This will provide the further benefit of preventing other external organizations from filtering routes. 
E.2
Community Tag Combinations

These community tags are for reference only.  These tags are merely one of many possible combinations that could be developed in compliance with BGP-4 standards.  Community tags can be additive (combined) and should be considered as needed.  These recommendations only address services typically destined for the Internet.  

E.2.1
Community XXX:666

Routes that match this community will not be advertised to the external Internet or to any other established peer.  These routes are for defaulted traffic internal to the NNSP (i.e., this community tag will allow data to be routed to another NASA center but not to the Internet).

E.2.2
Community XXX:999

Routes that match this community will not be advertised to the external Internet, but may qualify to be advertised to another internal customer. 

E.2.3
Community XXX:180

Routes that match this community will have a local preference set higher so that internally to the network it will be preferred.  This would most likely be used when a customer has more than one BGP relationship and desires traffic for this route to be transmitted via this session.

E.2.4
Community XXX:100

This is a normal route. Routes matching this community will be sent to the Internet and have a standard preference. Standard weights apply as well.

E.2.5
Community XXX:99

This is a normal route. Routes matching this community will be sent to the Internet and have a standard preference. The weight on this route will be lowered so if multiple sessions on the same router are connected locally, this route will be considered a backup route only.

E.2.6
Community XXX:XXX

This community tag will prepend ASXXX to the route, this will result in adding a single AS prepend to the route announcement to external peers.

E.3
Management of NISN IP Address Space

E.3.1
General Guidelines

NISN recommends the sites use static IP addresses for shared and critical resources such as communication devices and file, web servers, and infrastructure resources.  Not only does this ease administrative burdens and firewall management, but enables ITS to isolate individual host traffic for forensic analysis of security events. 

Because the American Registry for Internet Numbers (ARIN) has become increasingly restrictive in its disposition of address space, NISN requires that NASA networks maximize the use of existing IP space and will disapprove requests for additional space if it is determined that current address space is not being effectively used.  New address space should not be requested for administrative convenience but due to the exhaustion of existing address space.
Due to the requirement to increase the utilization efficiency of IPv4 address space, NISN strongly encourages sites to make use of Variable Length Subnet Mask (VLSM) and classless technologies within their network. Any request for address space based on the use of classfull assumptions will require a detailed justification. The use of classfull technologies for the purposes of administrative convenience is generally insupportable due to the limited availability of free IPv4 address space.

Due to constraints on the available free pool of IPv4 address space, the use of static IP address assignments (e.g., one address per customer) for dial-up users is strongly discouraged. While it is understood that the use of static addressing may ease some aspects of administration, the current rate of consumption of the remaining unassigned IPv4 address space does not permit the assignment of addresses for administrative ease. Organizations considering the use of static IP address assignment are expected to investigate and implement dynamic assignment technologies whenever possible.

E.3.2
Transferring IP numbers

IP address space assignments are non-transferable and are not assignable to any other organization, NASA or otherwise, unless NISN has expressly approved a request for transfer. Requests for transfer of address space must be made through the issuance of an NISN Service Request (NSR).  IP addresses are assigned to an organization for its exclusive use for the purpose stated in the NSR, provided the terms of the NISN acceptable use policy continue to be met. 

NISN allocates IP addresses based on justified need to NASA organizations and programs, not to individuals representing those organizations or to contractors. Thus, if a contract is terminated, regardless of the reason, the POC listed for the IP number does not have the authority to sell, transfer, assign, or give the address space to any other person or organization. The POC must notify NISN if a contract is terminated so that the assigned address space can be returned to the pool of available addresses if a transfer is not requested and justified.
E.3.3
NASA Address Space Currently Assigned Outside of NASA

There is an unknown amount of IP address space registered to NASA that exists outside of the NASA’s domain and control.  This address space was assigned during the early formation of the Internet to NASA customers before the existence of any policy.  NISN has obtained from ARIN a listing of all NASA-registered addresses and is working to determine the location and custodian.

Because of the growing liabilities associated with IP address control, NISN requires that all NASA address space exist within the direct control of NASA or their designees, and that these addresses be connected directly to NISN networks and routed by its AS.  Networks with NASA IP address space outside of its AS will be required to return the address to NASA. NISN will provide these entities 1 year from the time of notification to readdress their networks with non-NASA IP address space.  Notification requesting the re-addressing will come from NASA/MSFC/AD33 in written form. NISN recognizes the difficulties this imposes and the fact that these addresses were in many cases provided by NASA under legacy agreements, and will request that a customer readdress only as a last resort.  NISN will also consider transferring responsibility for NASA IP address space to another government or commercial organization.  A request for transfer of IP address space can be made through an NSR, and the customer will be charged any ARIN transfer fees.

E.3.4
Multicast IP Address Standard

IP multicasting is a capability within the IP protocol whereby a sender can address a packet to multiple receivers by directing that packet to a single group address.  Any number of receivers, configured properly, can receive the group packets.  The most common use of IP multicasting is in streaming media, the distribution of real-time audio and/or video to multiple users simultaneously.

NISN has selected Protocol Independent Multicast (PIM) sparse mode as the multicasting standard for the agency, and IP multicasting has been configured on certain NISN routers in support of a Space Station multicast application.  However, IP multicasting is not yet an approved standard NISN service. For more information on IP multicasting and its future availability, please contact your NISN Customer Service Representative (CSR).

E.3.5
Responsibilities and Liabilities Accompanying Assignment of IP Number

It should be noted that ARIN retains ownership of IP address space and allows NASA use of registered addresses and AS numbers through an annual lease.  NISN has historically paid ARIN annual fees for use of ARIN addresses, but may delegate this responsibility to the receiving organization under a full-cost accounting arrangement. 

Increasingly, conscientious Internet users, ISP’s, and carriers are holding the registers of IP address space financially liable for illegal or illicit behavior, such as compromises and denial of service attacks, from hosts on their network.  Therefore, it is important that the recipients of NASA address space recognize and adhere to NASA’s security guidelines described in NPG2810 and its Acceptable Use Policy.  

E.4
NISN Peering Policy

E.4.1
Purpose

The purpose of this policy is to provide guidance in support of NASA entities intent on entering into peering relationships, with High Performance Research Education Network (HPREN), Next Generation Internet, external organizations, and other outside partners on behalf of the Agency. In addition, this policy will provide notification of the Agency intent to comply with all network acceptable use policies associated with those peering relationships. 

E.4.2
Scope

This policy extends to all network peering relationships between NASA and providers of external connectivity, and research and education institutions, and their respective networks, as well as regional Giga-pops.

E.4.3
NASA Network To External Network Peering Policy

NASA has made a commitment to the sustaining and the operation of its WAN to foster efficiencies, economies of scale and centralization to support the Agency as a whole.  It is also well known that there are many networking efforts in place and under development that are funded by the government or commercial sector that are independent of Agency directives.  Many of these network initiatives focus on organizations and institutions with which NASA is tightly aligned (i.e., universities). 

The establishment of this Agency Peering Guideline should not inhibit nor limit the use of new network capabilities.  Entering into arrangements directly with outside providers and gaining high-speed connectivity to those providers may provide these capabilities. In addition, this policy should not limit access to the additional functionality that may be provided by those initiatives, when that functionality may not be available or that may be outside the scope of the NASA WAN. 

Where partnering between a NASA AS and an external provider can leverage existing infrastructure to achieve its mission in a more cost effective and efficient manner, such options must be considered.  As a result, establishing peering relationships with non-NASA organizations can be pursued.  The general rule of thumb for entering into these relationships should be to gain benefit that affects at the center level although the peering may be driven by the requirements of a project.  In addition, these relationships must satisfy a requirement not currently provided by existing connectivity and arrangements.

E.4.4
External Peering Guidelines

New initial network connectivity and/or significant changes to exiting network topology must be coordinated through NISN.  The requesting NASA AS should provide NISN a short brief accompanied by relevant engineering information (drawings if available) describing any new external connections. 

Examples of changes and relevant information follow:

· A new exchange point connection is made.

· A brief description of the type of connection [e.g., ATM, Synchronous Optical Network (SONET), Gigabit-Ethernet (GigE), Dense Wavelength Divisilon Multiplexing (DWDM)-enabled link], data rate [Optical Carrier (OC)-3/12/48/192, 1 or 10 gigabits per second (Gbps) Ethernet, etc.], and expected partners and benefits would be provided.

· An external ISP is solicited to provide transport of NASA data to NASA centers or processing facilities:  
· A brief description of the provider’s topology that is unavailable to internal NASA and a listing of the addressing scheme to be used.

· A NASA AS may not enter into peering relationships utilizing IP addresses they have received as a sub-allocation from a different NASA Service Provider.  The IP address ‘owner’ would be responsible for that relationship establishment.

· Requests for new IP addresses, where applicable, must be submitted in accordance with the IP Address Management Policy, well in advance of entering into new peering agreements.

· Ideally, new peering relationships should benefit the agency as a whole.

· New peering relationships should not adversely affect any other NASA AS functionality.

· A Security plan and risk assessment must be documented to the appropriate organization in accordance with NPG 2810.1.

· Security configuration must conform to those standards as listed in the NPG 2810.1.

· Where practicable each operational AS should utilize best common practice routing methods with respect to peering.

E.4.5
Center-to-Center Peering Policy

The primary network communication link between NASA centers shall be the NASA provided backbone.  The use of this backbone shall comply with the appropriate Agency WAN Acceptable Use Policy along with the basic doctrine of the NASA security program.

E.4.6
Routed Data Guidelines

Definition of Traffic characteristics and descriptions:

a. Network Research - This type of data is inherent to network technology research.  These technologies are those the network research community is trying to develop, understand, test, and standardize.  Examples would be Quality of Service (QoS) technologies like Differentiated Services, router queuing theory, Multi-Protocol Label Switching (MPLS), multicast and IPv6.

b. Application Research:  This type of data is inherent to application systems research.  Examples of this type of research activity would be video, Voice over IP (VoIP), collaborative learning tools, etc.  The application research would (hopefully) incorporate the network research technologies into the application research environment.

c. Science-Data Products - This data type is the processed data developed from research endeavors.  An example of this type of data would be earth science data collected by satellites and distributed to the scientific community.

d. Administrative Data - This data type defines the administrative network traffic.  Examples of this type are applications such as privacy act information, contract information and those data types, which are considered confidential in nature.

e. Mission Science Operations Data - This data type defines the data type to operate and support science instruments.  This information will directly influence the success and safety of a mission.  Command and control, raw science dumps, and time sensitive science data illustrate examples of this data type.  

f. Mission Operations Data - This data type defines the data type to operate and support manned space missions, and satellite operations.  This information will directly influence the success and safety of a mission.  Examples of this type are illustrated by command, control, and telemetry.

g. Commodity Data - This data type defines that data which is considered non-sensitive. Examples of this type are applications such as e-mail and web service between government, educational, and commercial entities.

Table E-1.  Routed Data Flow Guidelines

	End-To-End
	Network Research3
	Application Research
	Science Data Products
	Administrative Data2
	Commodity Data2
	Mission - Operations Data2
	Mission -Science Data2

	NASA Operational Network (NASA OP) AS – NASA OP AS
	Yes*1
	Yes
	Yes
	Yes
	Yes
	No
	No

	NASA OP AS – HPREN AS
	Yes*1
	Yes
	Yes
	No
	No
	No
	No

	NASA OP AS – Internet Service Provider (ISP) AS
	Yes*1
	Yes
	Yes
	No
	Yes
	No
	No

	NASA OP AS – Next Generation Internet (NGI) AS
	Yes*1
	Yes
	Yes
	No
	No
	No
	Yes*1

	NASA Research AS  – NGI AS
	Yes
	Yes
	Yes
	No
	No
	No
	No

	NASA Research AS – ISP AS
	Yes
	Yes
	Yes
	No
	No
	No
	No

	NASA Research AS- NASA AS
	Yes*1
	Yes
	Yes
	No
	No
	No
	No

	Mission Network
	No
	No
	No
	No
	No
	Yes
	Yes


Note 1:  Yes* - Denotes on a case by case basis dependent on project requirements

Note 2:  All Administrative, Mission Operations, Mission Science Operations data flows between NASA centers must occur across the NASA provided backbone.

Note 3:  All research network traffic must conform to the appropriate research network’s acceptable use policy.

Note 4:  Each NASA AS should document and maintain its route policy in the RADB IRR.
Appendix G.   Abbreviations and Acronyms

<
less than

AA
Associate Administrator

ADP
Automatic Data Processing

ADPCM
Adaptive Differential Pulse Code Modulation

a.m.
ante meridian

ARIN
American Registry for Internet Numbers

AS
Autonomous System

ATM
Asynchronous Transfer Mode

AUTODIN
Automatic Digital Network

B
Bearer Channel

BB
Bit Block

BGP
Border Gateway Protocol

BMG
Business Management Group

BNC
Bayonet Neill-Concelman

BRI
Basic Rate Interface
CAM
COMSEC Account Manager 

CCB
Configuration Control Board

CCITT
Consultative Committee for International Telephone and Telegraph 

CCM
Customer Commitment Manager

CCSDS
Consultative Committee for Space Data Systems

CIDR
Classless Inter-Domain Routing
CIG
Customer Interface Group

CIO
Chief Information Officer

CNES
Centre National D'Etudes Spatiales

CODEC
Coder-Decoder 

COMSEC
Communications Security

CONUS
Continental United States

COTS
Commercial-off-the-shelf

CSA
Canadian Space Agency

CSOC
Consolidated Space Operations Contract

CSR
Customer Service Representative

D
Data Channel

D-ECL
Differential Emitter Coupled Logic

dB
decibel


dBM
decibel milliwatt

DCN
Document Change Notice

DMR
Detailed Mission Requirements

DNS
Domain Name Service

DS
Digital Signal

DS-1
1.544 Mbps

DS-3
44.736 Mbps

DSN
Deep Space Network

DSX
Digital Cross-connect

DWDM
Dense Wavelength Division Multiplexing

EIA
Electronic Industries Association

EIGRP
Enhanced Interior Gateway Routing Protocol

E-mail
Electronic mail

EOS
Earth Observing System

ERSDAC
Earth Remote Sensing Data Analysis Center

ESA
European Space Agency

ESOC
European Space Operations Center

ESTEC
European Space Research Technology Center

Fax
Fax

FTS
Federal Technology Service

FY
Fiscal Year

G&A
General and Administration

Gbps
Gigabits per second

GigE
Gigabit Ethernet

GN
Ground Network

GSFC
Goddard Space Flight Center

GSOC
German Space Operations Center

HPREN
High Performance Research Engineering Network

HQs


Headquarters

HRDS


High Rate Data System

HRDVS

High Rate Data/Video System

HSR


Houston Support Room

HSSI


High Speed Serial Interface

Hz


Hertz

ID


Identification

ID/IR
Intrusion Detection/Incident Response

IOnet
Internet Protocol Operational Network



IP
Internet Protocol

IPX
Internet Packet Exchange

IRR
Internet Routing registry

ISAS
Institute of Space and Astronomical Sciences

ISDN
Integrated Services Digital Network

IIT
International Interagency Telecommunications

ISP
Internet Service Provider

ISS
International Space Station

IT          
Information Technology

ITS
Information Technology Security

ITU
International Teleconferencing Union

JSC
Johnson Space Center

kbps
kilobits per second

KSC
Kennedy Space Center

LAN
Local Area Network

LBV
Low Bandwidth Video

LEC
Local Exchange Carrier

LOP
Local Operating Procedure

Mbps
megabits per second

MCC-M
Mission Control Center - Moscow

MCIP
Mission Critical IP

MCU
Multipoint Control Unit

MHz
Megahertz

MOSPF
Multicast Open Shortest-Path First

MPLS
Multi-Protocol Label Switching; Multi Protocol Lambda Switching
MPPP
Multilink Point-to-Point Protocol

MRR
Mission Requirements Request

ms
milliseconds

MSFC
Marshall Space Flight Center

MTTR
Mean-Time-to-Restore

NACC
NASA ADP Consolidation Center

NASA
National Aeronautics and Space Administration


NASA OP
NASA Operational Network

NASDA
National Space Development Agency of Japan

NGI
Next Generation Internet

NISN
NASA Integrated Services Network

NME
Non-Maintainable Equipment

NNSP
NASA Network Service Provider

NPD
NASA Policy Directive

NSAP
Network Service Assurance Plan

NSD
NISN Service Document

NSG
Network Services Group

NSM
NISN Service Manager

NSP
Network Service Provider

NSR
NISN Services Request 

NSRS
NISN Services Request System

OC
Optical Carrier

OC-3
155.52 Mbps

OSPF
Open Shortest Path First

PBX
Private Branch Exchange

PCCA
Principle Center for Communications Architecture

PIM
Protocol Independent Multicast

PIP
Premium IP

POC
Point of Contact

p.m.
postmeridian

PRD
Program Requirements Document

PRI
Primary Rate Interface

PSLA
Program/Project Service Level Agreement

QoS
Quality of Service

RADB
Routing Arbiter Database

RCIP
Real-time Critical IP

RFI
Request for Information

RIP
Routing Information Protocol

RJ
Registered Jack

ROM
Rough Order of Magnitude

RSA
Russian Space Agency

RS
Recommended Standard

Rx
Receive

S56
Switched 56 kbps Service

SAP
Service Access Point

SC
Stick and Click Connector

SDD
Secure Data Devices

SDS
Switched Data Service

SIP
Standard IP

SCDS
Space Communications and Data Systems

SONET
Synchronous Optical Network

ST
Stick and Twist Connector

STE
Secure Terminal Equipment

STU
Secure Telephone Unit

SVS
Switched Voice Service(s)

SW-56
Switched 56

TCP
Transmission Control Protocol

TDRSS
Tracking and Data Relay Satellite System

TLP
Test Level Point

TMR
Technical Management Representative

Tx
Transmit

UDP
User Data Protocol

URL
Uniform Resource Location

VBS
Video Bridging Service

VCR
Video Cassette Recorder

ViTS
Video Teleconferencing System

VLSM
Variable Length Subnet Mask

VoIP
Voice over Internet Protocol

VoTS
Voice Teleconferencing System

VRA
Video Roll-About

WAN
Wide Area Network

WSC
White Sands Complex

Appendix H.   Glossary

ATM
Asynchronous transfer mode switched service - high-speed packet (cell) switching using fixed cell size for all media (voice, video, and data).  

Availability
A measure of equipment, system, or network performance, usually expressed in percent; the ratio of operating time to the sum of operating time plus downtime.

Bandwidth
A quantified description of the information-carrying capacity of a communications path or link. It can apply to telephone or network wiring as well as system buses, radio frequency signals, and monitors.  Bandwidth is measured in (1) cycles per second, or Hz, which is the difference between the lowest and highest frequencies transmitted or (2) in terms of data bits or data bytes per second. 

Circuit-switched  
A voice or data oriented switched service arrangement that initiates a switched connection on a message or voice call basis. 

Closed network
There is neither access to nor from the Internet.  Communications are limited to a defined set of authorized addresses.

Core
The service is centrally funded by the SCDS office of NASA HQs.

Customer
Customers are those organizational entities which validate a network requirement and either directly fund or arrange funding for the requirement. Examples of customers are officials in NASA Enterprises, Program Offices, the AA for HQs Operations, and the Directors of NASA Centers and Field Installations.

	Dedicated services
	Services in which communications resources are permanently assigned to one user.


Denial of service
When a conference cannot be accommodated at the requested time with all requested participants at the originally requested time due to insufficient transmission or bridging capabilities.

E-mail 
Basic e-mail service aimed at providing the most basic end-to-end capabilities commercially available.  

Enhanced electronic mail service has functionality beyond that provided under a basic E-mail offering (e.g., supports electronic commerce requirements, signature authentication, direct fax transfer, group ware support, security features).  

Filtering
The process of discarding packets that do not meet the network’s criteria for forwarding.

Firewall
A firewall is either the program or the computer it runs on, usually an Internet gateway server that protects the resources of one network from users from other networks. Typically, an enterprise with an intranet that allows its workers access to the wider Internet will want a firewall to prevent outsiders from accessing its own private data resources.  There is a number of firewall screening methods. A simple one is to screen requests to make sure they come from acceptable (previously identified) domain names and IP addresses. Another is to not allow Telnet access into your network (although you may permit your own users to request Telnet connections outside your network).

Grade of Service
The probability of a call being blocked or delayed more than a specified interval, expressed as a decimal fraction.  As an example, a P.03 grade of service means there is a 3 percent probability of a call being blocked on the firt attempt.  The call may go through on any subsequent attempt.

Hyperlink
An element in an electronic document that links to another place in the same document or to an entirely different document. Typically, you click on the hyperlink to follow the link. 
	Impacted conference
	Any failure that denies a user one or more of the requested functionalities from the room or the network

	Intrusion Detection System


	Provides real-time monitoring of all IP traffic that traverses the perimeter of the network, both inbound and outbound.  Inspects all services, protocols, and packets looking for unique attack signatures and will alert the proper personnel of an attempted intrusion, as well as blocking the IP address, port, and/or service of source system in question


Latency
The time it takes for a data packet to move across a network connection.

	NISN Center/ Program Representative
	The liaison person who coordinates customer functions for a program or center with the NISN project.


Restricted network
Access to the Internet is permitted but access from the Internet is strictly controlled.

Special staff
Employees with expert skills in a narrowly defined area, e.g., information technology security.  Employees assigned to special staff functions are made available on an as-needed basis, performing duties in support of other organizations when not engaged by NISN.

Switched
Services in which communications resources are shared among many users using a switching device.  

Trojan
A Trojan, also “Trojan Horse,” is a program that does something undocumented that the programmer intended, but that some users would not approve of if they knew about it.  Some consider that a virus is a particular case of a Trojan Horse, namely one that is able to spread to other programs  (i.e., it turns them into Trojans too).  Others consider that a virus that does not do any deliberate damage  (other than merely replicating) is not a Trojan.  Finally, many use the term “Trojan” to refer only to “non-replicating” malware, in which instance the set of Trojans and the set of viruses are disjointed. 

Tail Circuit
The circuit extension between the NISN Backbone and the NISN service demarcation at the customer location.  A tail circuit is typically customer funded.

Unit of Service
The standard quantification, sometimes
expressed in relation to time, in which a particular WAN service may be priced, ordered,  and delivered.  A significant deviation from these standard quantifications may result in a tailored (custom) WAN service requirement that in turn will cause development of a SCDS WAN price quote.

User
The organizational element that is the direct recipient of a NISN provided service, i.e., has one or more physical interfaces used for terminating or originating a NISN telecommunications  (see also “customer”).


Validation
The authentication and confirmation by NISN of a requirement to include an implicit promise of providing such funds as may be necessary to defray the costs incurred in meeting the requirement. 

Virus
A computer virus is defined by Symantec as being a parasitic program written intentionally to enter a computer without the user’s permission or knowledge. The word parasite is used because a virus attaches to files or boot sectors and replicates itself, thus continuing to spread.  Though some viruses do little but replicate, others can cause serious damage or affect program and system performance.  A virus should never be assumed harmless and left on a system.

Worm
A computer worm is a self-contained program (or set of programs) that is able to spread functional copies of itself or its segments to other computer systems (usually via network connections).

� EMBED Package  ���








� EMBED ImageExpertImage  ���














� The meaning of words underlined at their first appearance is found in the Glossary at the end of the document.
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CSOC-MSFC Local Operating Procedure for 
NASA Integrated Services Network (NISN) Trouble Reporting, 


Activity Scheduling, Mission Freeze, and Major Outage 
Notifications 


1. Purpose 


2. Scope 


3. Requirements 


4. Definitions 


The purpose of this document is to define the Consolidated Space Operations Contract 
(CSOC) operational procedures associated with National Aeronautics and Space 
Administration (NASA) Integrated Services Network (NISN) trouble reporting, activity 
scheduling, Mission freeze, and major outage notification.  It is intended to provide a 
clear, concise description of these network management processes as established, 
along with the associated responsibilities.  A brief overview of the various NISN 
Operation Centers is also provided including respective functions, inter-relationships, 
and contact information. 


The principal goal of this document is to ensure effective and efficient communications, 
coordination, and decision-making between the CSOC/NISN Operation Centers and the 
user community, particularly in regard to trouble reporting, activity scheduling, Mission 
freezes, and major outage notifications.  Clear communication is essential to provide 
quality Wide Area Network (WAN) services to NISN’s worldwide customers. 


Fundamental concepts involved in providing and receiving quality network services 
include classes of service with varying levels of service delivery and restoration 
priorities.  Additionally, NISN services are supported by network architectures with 
varying degrees of redundancy and survivability, depending on the class of service.  
NISN operates two Help Desk call centers, each with primary responsibility for particular 
classes of service.  NISN also operates multiple Network Management Centers and 
coordinates the activities of numerous field support organizations, including commercial 
carriers.  The processes governing these areas are key to successful operation and 
management of NISN.  The procedures and responsibilities defined in this document 
are applicable to NISN Operation Centers and NISN customers (domestic and 
international) and refer to all types and classes of NISN services.  Refer to the NISN 
Services Document, NISN-001-001, for a full description of NISN classes of service. 


There are no external requirements related to the activities in this document. 


a. Activity - An activity is any planned action that may produce a temporary 
interruption of service to a center, program, project or group of customers. 
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b. Back-Out Plan - Defines the action required to abort an activity. 


c. Make Operable Activity - Make operable activities are situations that require 
that expedited action be taken in order to effect restoration of impacted 
services, or to mitigate a potential service impacting condition. 


d. Over 7 Report - This report contains the status of efforts underway to resolve 
TTs that have been open for more than one week. 


e. Order-Wire Hotline - A conference call system used to notify the other NISN 
Operation Center simultaneously.   


f. 24 X 7 - A time period that extends for 24 hours each day of the week. 


g. No Comment Objection - If when a planned activity has been announced, the 
affected site(s) does not respond with questions, comments or concerns within 
a five calendar day period.  The activity will then be considered scheduled as 
announced. 


h. Best Effort - Scheduling of an activity at the most appropriate time period so 
that it has the least impact to Mission Services.  


i. L-24 Hours - Twenty-four hours prior to launch until payload separation. 


j. L4 Hours - A time period from the start of a launch countdown until payload 
separation. 


k. Major Outage - A Major Outage is when a failure occurs in either the Mission or 
Non-Mission networks and affects primary transmission systems for a duration 
exceeding five minutes. 


l. Minor Outage - Any equipment or service outage that does not meet the other 
than a major outage is, by default, a Minor Outage.  An example of a Minor 
Outage is a service impairment to a single user, such as a tail circuit.   


m. Mission Major Outage - A Mission Major Outage is defined as any outage to a 
Mission service that is scheduled for support and/or is not restored in a timely 
manner.   


n. Network Outage - A Network Outage is any unplanned, temporary interruption 
of service.   


5. 


6. 


7. 


References 
NISN-001-001, NISN Services Document 


Documentation 
There are no lower-level documents identified as results of this document. 


Safety 
There are no specific safety-related activities in this document. 
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8. 


9. Forms 


10. Responsibilities 


10.1 


Quality Records 
a. Activity Scheduling Database System 


b. Trouble Ticket Database System 


There are no forms associated with this document. 


NISN Operation Centers 
To ensure a rapid response to user inquiries, CSOC currently operates two Help Desk 
facilities with appropriately trained staff.  Located at the Marshall Space Flight Center 
(MSFC) and the Goddard Space Flight Center (GSFC), the NISN Help Desk facilities 
are staffed 24 x 7 annually.  Each Help Desk has primary responsibility for a specific set 
of NISN services; however, customers may contact either center. NISN encourages 
users to contact the Help Desk with primary responsibility for their particular service.  
Primary services for each center are shown in Table 1, Primary Responsibilities by 
NISN Operations Center.  If there is any question of where to report a problem or whom 
to contact for general NISN information, contact the MSFC Operation Center. 


Table 1.  Primary Responsibilities by NISN Operations Center 
NISN 


Service 
GSFC 


Primary 
MSFC 


Primary 
Mission Routed Internet 
Protocol (IP) 


X  


Mission Dedicated Voice X  


High Rate Data & Video X  


Dedicated Mission Video 
including Broadcast Quality, 
NASA Select, and 
Occasional Use 


X  


Voice Telecommunications  X 


Facsimile Services  X 


Routed Data including 
Premium & Standard IP 


 X 


Switched Voice and Data  X 


International  X 
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NISN 
Service 


GSFC 
Primary 


MSFC 
Primary 


Standard Video including 
Teleconferencing and Low 
Bandwidth (LBV) 


 X 


10.1.1 


10.1.2 


10.1.3 


11. 


MSFC Operation Center 
The Operations Center at MSFC has primary responsibility for day-to-day Non-Mission 
related services.  The MSFC Operation Center consists of the NASA Information 
Support Center (NISC) and the Enterprise Network Management Center (ENMC).  The 
NISC is responsible for first level Help Desk support and includes general user interface 
and Trouble Ticket (TT) administration.  The ENMC is responsible for overall network 
management, including service implementation, Operations, trouble resolution, network 
maintenance activities, major outage notification, and network event and alarm 
monitoring.  The NISC can be reached by phone at 1-800-424-9920 or (256) 544-1771.  
If for any reason the NISC cannot be reached, contact the GSFC Operation Center.  
Refer to paragraph 10.1.2. 


GSFC Operation Center 
The Operation Center at GSFC, referred to as the Network Operations Management 
Center (NOMC), has primary responsibility for day-to-day Mission-related services.  The 
NOMC consists of the Communication Manager (Commgr), who performs the primary 
Help Desk function and supports day-to-day network operation management; the 
Internet Protocol Network Operations Center (IPNOC), responsible for router 
management; and the Technical Control function, responsible for data circuit fault 
isolation and carrier coordination.  The NOMC can be reached at (301) 286-6141 or via 
the Commgr order-wire hotlines.  


External Interfaces 
There are no external interfaces associated with this document. 


NISN Trouble Reporting 
This section documents the process and responsibilities for NISN trouble reporting 
starting with an end-user call or NASA Center Help Desk call to report a problem.  It 
progresses through the tracking and reporting of TTs, the process for transferring 
responsibility of a TT between NISN Operation Centers, the coordination of restoration 
activities between multiple Network Management Centers and field support 
organizations, and culminates in service restoration/delivery.  The general trouble 
reporting processes for both Non-Mission and Mission services are outlined below, and 
are followed by specific procedures and requirements applicable to several major user 
groups.  Operations Center interoperability provides a number of key functions: 


a. Customers may call either Operations Center. 


b. A single TT system is used to document and track all NISN troubles. 
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c. All Mission service related problems are reported to the NOMC Commgr. 


d. Problems are transferred to the responsible Operations Center with minimal 
customer involvement. 


e. The Operations Center with primary responsibility for the problem or TT will 
communicate with the customer(s) upon closure. 


The NOMC Commgr is responsible for maintaining an awareness of NISN impacts to 
NASA’s Mission Communications. Therefore, NISN may elect to allow/request specific 
customers to communicate only with NOMC Commgr regardless of the class of service. 


11.1 


11.2 


Customer Reporting – General 
Regardless of whether the trouble being reported is a Mission or Non-Mission service, 
the individual reporting the trouble is required to provide specific information to the Help 
Desk or customer service representative.  This critical information is used by the 
investigating maintenance agency to identify, troubleshoot, isolate the problem and, 
when applicable, report the trouble to the appropriate commercial carrier. 


The following information is required when opening a TT:  


a. First and Last name of the person reporting the trouble (customer provided) 


b. Phone number/Electronic Mail (E-Mail) address of the person reporting the 
trouble (customer provided) 


c. Organization of the person reporting trouble (customer provided) 


d. User location (Customer provided) 


e. Problem Description (customer provided) 


f. Unique Identification (ID): circuit number, IP address, router name, etc. (if not 
available, the customer may provide the “to” and “from” locations) 


g. Object type (an indication of Mission or Non-Mission and specific service 
affected must be provided by the customer)  


h. Mission Trouble Reports require the reporting person’s Payload Operations 
Control Center (POCC) or Project (customer provided) 


Trouble Reporting and Resolution Process 
The overall NISN trouble reporting and resolution process is depicted in Figure 1, 
Trouble Reporting and Resolution Process, and is described in the following sections. 
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�� POCC 
User 


� Center Help  
Desk 


� Operations 
Center 


NISN 
Surveillance 


Network 


Services 


NISC/NOMC Identify/Record  
Problem: ~ 5 mins 


If unable to resolve 


-


Generate Trouble Ticket:  ~ 5 mins


– Provides User the Trouble Ticket #


–
–


Sets Trouble Ticket Priority
If Priority 1, notifies appropriate individuals and issues Major
Outage Notice


– Dispatches to appropriate maintenance agen cy for 
resolution


Re-dispatched to maintenance 
agency for corrections 


NISC/NOMC closes 
Trouble Ticket in 
database 


� Interfaces with Customer to resolve problem 
�


Verifies that problem has been resolved 
�


Maintenance Agency


NISC/NOMC
review s tickets
OK To Close?


No


Yes 


� 


�


�


Initiates troubleshooting
Initiates make-good if an alternate route is 
available


–


�� POCC 
User 


� Center Help  
Desk 


� Operations 
Center 


NISN
Surveillance 


Network 


Services 


Generate Trouble Ticket: ~ 5 mins


– Provides User the Trouble Ticket #


–
Sets Trouble Ticket Priority


If Priority 1 Mission Outage, the NOMC notifies appropriate individuals and 
issues Major Outage Notice


– Dispatches to appropriate maintenance agency for
resolution


Re-dispatched to maintenance 
agency for corrections 


CSOC Ops closes 
Trouble Ticket in 
database 


The ENMC issues Major Outage Notice when necessary 


Interfaces with Customer to resolve problem 
�


�


Notes problem and resolution on trouble ticket 


Maintenance Agency
(for example: NISN gateway/ENMC/IPNOC)


CSOC Ops
reviews  tickets
OK To Close?


No


Yes 


� 


�


�


Initiates troubleshooting
Initiates make-good if an alternate route is 
available


–


NISC/NOMC 


�


Figure 1.  Trouble Reporting and Resolution Process 


11.2.1 Trouble Ticket Priority 
TTs are assigned a priority based on several factors including severity of impact, 
number of customers affected, category of service (Mission, Non-Mission, premium, 
standard, etc.) and other predefined special considerations.  Priorities are defined as: 


a. Priority 1 – The impact is major system outage with a large number of users 
affected.  Examples include network switch or core router outage, major carrier 
service outage such as Asynchronous Transfer Mode (ATM) or backbone 
circuit, and all troubles related to Mission services.  Notifications of major 
outages are issued as discussed at paragraph 14, NISN Major Outage 
Notification and Escalation Process. 


b. Priority 2 – The impact affects multiple users.  Examples include user router 
outage and loss of system redundancy.  


c. Priority 3 - The impact affects a single user.  Examples include facsimile (fax) 
machine and individual IP related issues.  
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11.2.2 


11.2.3 


Trouble Reporting 
NISN service trouble reporting can originate either internally or externally.  Internal 
NISN surveillance is accomplished by the various Network Management Centers by 
means of proactive network management system event and alarm monitoring.  
Detected troubles are recorded in the CSOC/NISN Trouble Ticketing System and 
assigned to the responsible maintenance organization for resolution.  Likewise, upon 
receiving an external call, the NISC or NOMC will open a TT in the CSOC/NISN Trouble 
Ticketing System and provide the customer with the ticket number for future reference.  
The NISC/NOMC will assign/coordinate the TT to/with the responsible maintenance 
organization for resolution. 


Once a ticket has been assigned/coordinated to/with the responsible service 
organization, the resolution efforts are monitored until service is restored, the customer 
notified and the TT closed.  Priority 1 TTs are reported daily on the NISN Daily Outages 
and Activities Report, which can be subscribed to via either the Activity and Outage 
Posting and Notification System (AOPNS) or the Mission Outage Notification System 
(MONS).  For more information on how to subscribe to the NISN Notification systems, 
contact the primary NISN Help Desk (NOMC or NISC) at the center where the trouble 
originates.  


Trouble Ticket Monitoring and Tracking 
The process of monitoring and tracking network problems and service anomalies is 
shown at Figure 2, Trouble Ticket Monitoring and Tracking.  Occasionally, a service will 
exhibit intermittent problem characteristics, which require additional monitoring to 
ensure stability after service restoration activities are completed.   An Over 7 TT report 
is generated daily.  This report contains the status of efforts underway to resolve TTs 
that have been open for more than one week.  CSOC Management is responsible for 
reviewing the report to determine if additional resources are necessary to resolve the 
problem. 
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Trouble Ticket dispatched to 
appropriate m aintenance 
Agency  


�  Problem diagnosed 
�  Corrective actions m ade


Is Service
restored?


Yes  


No  


NISN user(s) is notified and
ticket is placed on


Monitoring & Tracking status
 


Yes, but warrants  
additional attention  


Any  
additional 


problem s w ith 
service?  


No  


Yes  


Affected  
NISN users are


notified 
and the ticket


is closed  


Figure 2.  Trouble Ticket Monitoring and Tracking 


11.2.4 


11.2.5 


Mission Trouble Reporting - Specific 
The Commgr in the NOMC controls all Mission-related trouble calls to the GSFC 
Operation Center.  Mission-related trouble calls received by the NISC are coordinated 
with and controlled by the GSFC Commgr.  Upon identification of a trouble as a Major 
Outage, the Commgr is responsible for informing management and the affected 
customers through the most appropriate NISN notification system (either MONS or 
AOPNS depending on the class of service).  


The NISN Operation Center receiving the call will log the problem into the TT system 
and provide a unique TT number to the customer.  This ticket number allows the 
customer to call and obtain status on the problem at any time.  In the event services are 
deemed by the agency to be Mission Critical, the Commgr will make frequent and 
periodic status calls directly to the customer. 


The NOMC will identify the organization responsible for the TT.  The responsible 
organization must then respond immediately to investigate and correct the situation.  
The NOMC will actively track the resolution efforts until the problem has been resolved, 
the customer notified, and the ticket closed. 


Operation Center Interface Process 
When a CSOC Operation Center receives a trouble report for a service, which is not 
that center’s primary responsibility, the action is immediately transferred to the center 
with primary responsibility.  A conference call or order-wire hotline will be used to notify 
the other NISN Operation Center that the TT has been assigned.  After the trouble is 
resolved, the responsible center will notify the customer and close the TT.  These 
advisory calls and closing comments will be documented in the CSOC/NISN Trouble 
Ticketing System.  Both the MSFC and GSFC Operation Centers use the same Trouble 
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Ticketing System application server; therefore, tickets opened or closed by either 
location are accessible to both centers. 


11.2.6 


12. 


Specific Procedures and Requirements for Major User Groups 
Trouble reporting for Space Station and certain Mission-related Premium Internet 
Protocol (PIP) customers deviates from the established procedures in that individuals 
supporting these services are encouraged to contact the NOMC for all problem 
reporting.  The GSFC Commgr is responsible for coordinating troubles impacting these 
services.  Although technical support personnel at both support centers may perform 
the problem resolution, only the Commgr at GSFC will provide notification to the 
customer. 


NISN Activity Scheduling and Notification 
The responsibilities of each CSOC organization/supplier, as they relate to scheduling 
network activities with the potential to interrupt or impact NISN telecommunications 
services, is defined in this section.  


All changes to the production network having a realistic potential to interrupt or impact 
user services are accomplished through an activity.  An activity, by definition, is any 
planned action that may produce a temporary interruption of service to a center, 
program, project or group of customers.  Actions classified as routine activities include 
(but are not limited to) normal circuit installations, system hardware/software upgrades, 
facility maintenance, and equipment moves and change out.  Make operable activities 
pertain to situations that require that expedited action be taken in order to effect 
restoration of impacted services, or to mitigate a potential service impacting condition.  
The major features of NISN’s activity scheduling and notification process are described 
below: 


a. The notification is distributed to all appropriate personnel via E-Mail. 


b. Fast and effective communication with affected customers for any questions or 
concerns regarding planned outage or reduced service activities. 


c. An arbitration/communication process that facilitates a quick resolution when 
potential scheduling conflicts exist between NISN and the customer. 


d. Routine activities must be scheduled ten calendar days in advance unless 
specifically coordinated with and approved by the affected customer(s). 


e. Special provisions apply to make operable activities. 


f. The NISN Network Scheduling Group (NNSG) schedules Mission network 
activities. 


g. Non-Mission network activities are scheduled through the ENMC. 


h. Special cases can be accommodated. 


NASA Centers and most programs require virtually uninterrupted telecommunication 
and data transmission services.  Conversely, NISN must on occasion unavoidably bring 
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part of its transmission system down to perform various upgrade, maintenance and new 
service implementation activities.  To accommodate these and other critical events, 
rapid communication, coordination, organization and scheduling are necessary to 
eliminate conflicts during the activity scheduling process. 


Activity notices are generated using a common format and written in simple 
communications statements in order to enhance understanding of pending NISN 
actions. These activity notices are distributed to affected customers via AOPNS and 
MONS.  These systems provide a web interface that allows CSOC personnel, NISN 
personnel and NISN customers to subscribe to all or a subset of the published notices.  
The subscriber can define Key Words or a Key Phrase of interest such that only notices 
containing one or more of the Key Words or the entire Key Phrase will be sent to 
him/her.   Examples of AOPNS/MONS subscribers include NISN Center and Program 
Representatives, NASA Site Representatives, Center Local Area Network (LAN) 
Managers and Mission Service Managers. 


If it becomes apparent that an in-progress activity will exceed its scheduled window, the 
customers will if possible be notified immediately by E-Mail and/or telephone, and 
impact considerations and back-out plans will be evaluated.  The time between the 
scheduled completion time and the time service is actually restored will be classified as 
an outage.  A TT will be generated to document the outage. 


When scheduling an activity, CSOC/NISN will make every possible effort to work 
around customer workloads and critical service periods.   


The following requestors may submit Activity Request: 


a. Common Carriers 


b. CSOC/NISN Operations 


c. CSOC/NISN Engineering 


d. Mission (internal) 


12.1 


12.2 


Mission Services Activity Scheduling Process 
Once the NNSG has received an activity request, a notification will be electronically 
mailed to affected users requesting concurrence for the activity.  After concurrence has 
been received by the NNSG, a circuit release alert message is transmitted to all 
affected users.  The NNSG will also enter the scheduled activity in the Remedy-based 
CSOC/NISN Activity Scheduling System for inter-center notification.  The GSFC 
Commgr will be notified by the requestor prior to and at the conclusion of the scheduled 
activity.  The GSFC Commgr will notify the affected NASA center/user at least 10 
minutes prior to taking the service/circuit offline, and when it is restored. 


Non-Mission Services Activity Scheduling Process 
This section defines the process and requirements for scheduling Non-Mission NISN 
activities.  The process consists of the Activity Request, which, unless otherwise 


c2753 10 







CSOC-MSFC-LOP-002931 
Original 


coordinated with the customer, requires ten calendar-days notification (a five-day 
general notice, followed by a posting for five days). 


Organizations with access to the CSOC/NISN Activity Scheduling System will submit 
requests electronically using the Remedy-based system to schedule the activity.  All 
activity requests must meet the established guidelines. The mandatory fields in the 
Remedy activity-scheduling record must be satisfied in order for the activity to be 
processed. 


NOTE 


Once a planned activity has been announced, the affected 
site(s) have five calendar days to respond with questions, 
comments or concerns.  Refer to Figure 3, Sample Activity 
Notification Message.  A no response within the five-day 
general notice period will be perceived by NISN as a no 
comment/objection” response to the planned activity and the 
activity will then be considered scheduled as announced. 


The requester must ensure all affected maintenance organizations have been notified, 
and all required documentation (e.g., test and back-out plans) is produced. 


Activity Notice: # 13337 JSC, KSC (PREMIUM IP ) INSTALL PORT ADAPTER IN 
KSC PIP CORE ROUTER AND INSTALL VIP AND PORT ADAPTER IN THE JSC-


TSC ROUTER. 


Notice Date: Mon Sep 16 18:30:00 CDT 2002 


An extended Activity list is available at http://www1.msfc.nasa.gov/NISC/daily/today.pdf 


  


Activity No.: 000000000013337 


Create-Date: 09/16/2002 16:56:35 


Status: Scheduled 


Activity Type: NACC & NETWORK 


Sites: JSC, KSC 


Requester: ENMC/JFinch 


Requester Phone 
No.: 256-961-4000 


Start Date/Time: 09/26/2002 19:00:00 
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Stop Date/Time: 09/26/2002 23:00:00 


Service ID: JSC-TSC, KSC PIP Core 


Short 
Description: 


Install Port adapter in KSC PIP Core Router and install VIP and Port adapter in the 
JSC-TSC Router. 


Detailed 
Description: 


09/16/2002 16:56:35 finchjk Both the JSC-TSC and KSC PIP Core routers will be 
powered down for installation of additional hardware in support of an upcoming NSR. 
Total down time of routers is anticipated to be roughly 30 minutes each to install 
hardware and allow routers to reboot. More detailed information will be forthcoming. *** 
New Notification sent to NISC 09/16/2002 18:22:48 helpdesk *** Scheduled Notification 
sent to finchjk 


System Impact: PREMIUM IP 


Activity 
Coordinator: GETRONICS 


Coordinator 
Phone No.: 256-961-4000 


Participating 
Maint. Agencies: ENMC, JSC GTWY, KSC GTWY 


Reason for 
Activity: In support of NSR 


RFS #: 30192 


Figure 3.  Sample Activity Notification Message 
a. The following rules apply to Non-Mission NISN activity scheduling: 


1. Routine activities, such as NISN Service Request (NSR) implementation, 
preventative maintenance, and hardware and software upgrades require 
ten calendar days advance notice prior to being performed, unless 
specifically coordinated with and approved by the affected customer(s). 


2. When outages or diminished services occur in the network or a condition 
exists which poses a significant potential for impacting services, make 
operable activities are allowed to be worked on a real-time or expedited 
basis, with customer scheduling/notification performed as a best effort by 
the NISN Operations Center with primary responsibility. 


3. On the day of Space Shuttle launch and the day of landing, the only 
activities allowed to be scheduled are those in support of expedited NSRs 
and TTs. 


4. The NISN Operations Management or Commgr has the responsibility to 
disapprove/cancel any activity which they determine might adversely 
affect the network. 
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5. It is the responsibility of the NISN Site Representatives to notify their 
customers of any activity schedule that could potentially impact their 
service. 


6. At the end of the five-day notification period, the activity is considered 
scheduled as announced.  For submitting objections to a proposed 
schedule, refer to paragraph 12.5, Activity Scheduling Conflicts - The 
Arbitration/Resolution Process. 


7. All carrier circuit activities are scheduled with the ENMC or NOMC.   


NOTE 


Carriers, at their own discretion, may not always adhere to 
the NISN ten-day rule. 


8. Non-Mission common carrier T1 and sub-rate data-lines are scheduled by 
the ENMC or the appropriate NISN Gateway 


b. The ENMC is responsible for the following actions: 


1. Maintain the activity scheduling guidelines as they pertain to activities 
during Non-Mission and Mission hours of operation. 


2. Verify that all activity requests submitted are within established guidelines 
for three specific areas: 


(a) Review all data contained on the activity, and interface with the 
requester when additional information is required. 


(b) Verify all activity guidelines have been met for each activity 
submitted. 


(c) Ensure there is not a direct conflict with other scheduled activities. 


c. Act as focal point for activity requests. 


Once the NISN activity request has been reviewed, it will be distributed via AOPNS.  
The process is illustrated below in Figure 4, NISN Activity Scheduling Procedure. 


12.3 Requirements for Scheduling a NISN Network Activity 
All activity requests are scheduled via the CSOC/NISN Activity Scheduling System 
using the activity record.  External NISN requesters (Carriers/NISN Users) may submit 
activity requests by calling the ENMC at either (256) 961-4000 or 1-800-833-0678, or by 
E-Mailing the ENMC at emon@nisn.nasa.gov or the GSFC NNSG may be contacted at 
(301) 286-5590. 
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Figure 4.  NISN Activity Scheduling Procedure 
Routine activity requests that are not related to restoration of service will typically 
require ten calendar days advance notice unless specifically coordinated and approved 
by the affected customer(s).  A unique activity/request number is automatically assigned 
by the CSOC/NISN Activity Scheduling System upon submittal.  The submitted activity 
will be screened for completeness and accuracy by ENMC/NNSG personnel who also 
are responsible for ensuring that the activity does not conflict with other network activity 
request(s) or planned support activities.  Any completed activity request record deemed 
unacceptable will be returned to the requestor by the ENMC/NNSG to be updated with 
the required information. 


Once the request has been accepted as a pending activity, a copy of the activity request 
will be distributed to NISN Site Representatives using AOPNS. It is the responsibility of 
these representatives to notify their respective user community.  The pending activity is 
added to the following day’s NISN Daily Outages and Activities Report, which is 
available through AOPNS and MONS.  If no objections are raised to the scheduling of 
the activity within five days, the status of the activity will be upgraded to a scheduled 
activity.  If customer issues or conflicts are raised during the final 5 days of the activity-
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scheduling period, the activity may be challenged using the same process described in 
Section 5.5, Activity Scheduling Conflicts-The Arbitration/Resolution Process.  Should 
this process not result in an agreement on the scheduled activity, the NISN Project 
Manager will resolve the conflict. 


12.4 


12.5 


Activity Request Preparation 
Preparation of activity requests is an essential element of this process and key to its 
success.  To be effective, activity requests must be thorough and contain accurate and 
detailed information.  They must describe in plain, simple English the nature of the work 
to be performed, the services and locations involved, and how they will be affected.  At 
a minimum, activity requests will contain the following information: 


a. Services potentially affected and how they will be affected 


b. All potentially impacted sites 


c. Proposed dates and times of the activity window 


d. Primary activity coordinator and contact information 


e. Participating maintenance agencies  


f. Activity description 


g. Special considerations such as travel requirements, vendor dispatches, 
criticality of the activity, time sensitivity, etc. 


The activity coordinator is the first person to contact in order to answer questions, 
provide additional information, or provide initial response to concerns raised during the 
pending activity notification period.  It is the responsibility of the requester/submitter to 
ensure that all activity request preparation requirements are met. 


Activity Scheduling Conflicts – The Arbitration/Resolution Process 
The purpose of the NISN Activity Scheduling and Notification process is to ensure 
adequate notification and coordination for scheduling activities between NISN and any 
affected customers/sites.  The time between notification and the actual activity has been 
designed to provide sufficient time for customer planning and includes an opportunity for 
major issues and concerns to be raised/escalated. 


After notification of a pending activity, the appropriately designated NISN Center 
Representative, NISN Site Representative, Center Mission Service Manager (CMSM) 
Representative, LAN Manager, or their designee should initially discuss questions and 
concerns with the Activity Coordinator.  Activity Coordinator contact information will be 
included as standard information in each activity notification.  Although certain specific 
circumstances may dictate otherwise, most issues should be easily resolved at this level 
by mutual accommodation. 


When a solution cannot be reached quickly and easily, it will be the responsibility of the 
NISN Center Representative or designee to contact the appropriate Information 
Services Department (ISD) Representative(s) with responsibility for the particular 
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service(s) in question.  For example, if NASA Automated Data Processing (ADP) 
Computer Center (NACC) personnel at Johnson Space (JSC) have a major concern 
over a pending Backbone Network activity and a resolution is not obtained by working 
directly with the activity coordinator, the JSC NISN Center Representative would contact 
the ISD Representatives responsible for NACC and Backbone Services.  These 
individuals, along with appropriate supporting personnel, will endeavor to reach a 
mutual solution or alternative.  If, after a reasonable amount of time and effort, a 
solution cannot be agreed upon, the NISN Project Manager will make the final decision 
whether to proceed as scheduled or cancel/reschedule the activity. 


13. 


13.1 Scope 


13.2 


CSOC/NISN Operations Mission Freeze Policy 
The CSOC/NISN Operations Mission Freeze Policy establishes the procedures and 
individual responsibilities associated with NISN Mission Communications Network 
configuration freeze periods.  Configuration freeze periods are imposed to minimize the 
risk of disruption to NASA communications services during high-priority or critical NASA 
Operations.  Since configuration changes performed in support of maintenance or 
routine construction activities have the ability to adversely effect NISN communications 
services, it is necessary to closely assess and seek CSOC/NISN management approval 
of any actions planned/requested during a NISN freeze period. 


This policy applies to the following: 


a. NISN Hardware 


b. NISN Software 


c. Commercial Carrier services supporting NISN 


d. NASA facilities that contain NISN services 


e. NASA facilities that contain services that may affect NISN services (e.g., 
electrical power, heating/cooling and ventilation) 


NISN Mission Communications Network configuration freeze periods are in effect for 
NISN specific assets and other assets that may be either physically located near NISN 
assets or are, electrically or through other means, in a position to potentially affect NISN 
assets.  This would include, for example, a freeze on performing under floor work or 
work within ceilings in rooms containing/supporting NISN assets. 


Duration 
The duration of a NISN freeze varies depending on the associated NASA activity: 


a. Space Shuttle.  A NISN freeze is in effect from five days (120 hours) prior to 
launch until 1 hour after landing. 


b. Expendable Launch Vehicle.  A NISN freeze is in effect from L-24 hours prior 
to launch until payload separation for mandatory Tracking and Data Satellite 
System (TDRSS) support launches which currently are defined as all Atlas, 
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Titan and Sealaunch supports. For all other Expendable Launch Vehicle (ELV) 
launches freeze period is in effect from L-4 hours or start of launch countdown 
until payload separation.  


c. International Space Station.  A NISN freeze is in effect from 1 day (24 hours) 
prior to an International Space Station (ISS) defined ‘critical’ activity until 1 hour 
after the completion of the activity.  ISS critical activities may include, but not be 
limited to progress vehicle docking/undocking, ISS-based Extra Vehicular 
Activity (EVA), and critical ISS construction or maintenance/repair activities. 


13.3 


13.4 


13.5 


13.5.1 


Critical Period Support 
For each NISN Mission Communications Network freeze period, the timing and duration 
of any periods that have been defined by NISN as critical will be communicated to the 
major NISN support centers and primary commercial carrier service providers.  
Although waivers may be granted during a freeze period, NISN will not allow any freeze 
waivers to be granted permitting work during these critical periods.  Refer to paragraph 
13.4, Notification.  The duration of critical periods will be limited to the time of the actual 
activity.  These periods include, but are not limited to the following: Space Shuttle EVA 
launch and landing; ELV launch and payload separation; ISS EVA. 


Notification 
For each NISN Mission Communications Network freeze period a notification message 
will be distributed to all personnel known to be effected at least 48 hours prior to the 
defined freeze period start-time.  This message will be sent by the NNSG and will 
include the following information: 


a. The freeze period start- and stop-time. 


b. Information on how to request a freeze waiver to accomplish work on elements 
affected by the freeze. 


c. A defined Point of Contact (POC) for the particular NISN freeze.  The POC is 
defined as the NISN Mission Communications Manager (MCM) who is 
responsible for the NISN support to the activity defined by the freeze. 


Waivers 
To request that a waiver be granted to allow work to be performed on any asset under a 
NISN freeze, a Freeze Exemption Request (FER) record must be submitted for 
approval by CSOC/NISN Management.   


FER Submission 
FER record can be obtained electronically from the NNSG at (301) 286-5590.  The FER 
record requires that personnel requesting a waiver describe the work to be performed, 
the location where the work will be performed, any known implications that the work 
may have on NISN assets supporting the NASA activity that the freeze is supporting, 
information on the impact if this work is not performed until the conclusion of the freeze 


c2753 17 







CSOC-MSFC-LOP-002931 
Original 


period, a POC for the waiver request, and additional information that will allow 
CSOC/NISN Management to assess the risk involved in approving the waiver.  
Instructions are included with the FER record to assist in determining what information 
is being requested.  A FER can be submitted at any time during a freeze period or prior 
to the start of a freeze period if the requesting party is aware of work that may need to 
be performed during an upcoming freeze period.  


13.5.2 


13.5.3 


FER Approval/Disapproval 
Completed FER applications are returned to the NNSG who distributes the application 
to the CSOC/NISN personnel responsible for reviewing/approving the requests.  The 
following individuals are responsible for reviewing and approving/disapproving the FER: 


a. CSOC-MSFC Operations Manager 


b. CSOC-GSFC WAN Engineering Operations Manager  


c. CSOC WAN Engineering/GSFC Mission Operations Manager 


Approval of a FER is only granted if all three individuals defined above concur that the 
FER should be approved.  Although the FER evaluation/approval cycle may be 
completed sooner, requesting groups should be aware that this approval cycle is 
defined as requiring up to 24 hours to complete from the time a submission is received 
by the NNSG.  If approved, the NNSG will send a copy of the approved FER to the 
submitting organization.  This copy of the approved FER should be carried with the 
personnel performing the work as proof that the work has been authorized.  Security 
personnel will not allow work to proceed on-site if this proof is not available.  If the FER 
is not approved, the submitting organization will be notified and provided information on 
why the FER was denied.  At this point they may choose to resubmit the FER with 
additional information if clarification is requested prior to approval or to address the 
concerns expressed in the FER denial.  Refer to Figure 5, Mission Freeze Exemption 
Process. 


FER Implementation Process 
If approved, the personnel performing the work are required to notify the NISN Commgr 
prior to the start of any work, and at the time that the work is completed.  The Commgr 
has the authority to ask that the work be delayed/cancelled if critical operations are 
being supported when the personnel arrive.  In addition, if during the performance of the 
approved work, personnel identify any unforeseen hazards that have the potential to 
impact NISN Operations that are supporting the activity that necessitated the freeze, the 
personnel should cease work immediately and notify the NISN Commgr that the work 
has been stopped.  The NISN Commgr should also be briefed on the unforeseen 
hazards that were encountered, the status of the work at the time the work was 
stopped, and any risks involved in leaving the work partially completed. 
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Figure 5.  Mission Freeze Exemption Process 


13.6 


13.7 


14. 


Emergency Repairs 
If emergency repairs are required during a freeze period a FER request is not required 
to begin work.  Prior to beginning the work, personnel who will be performing the work 
should notify the NOMC Commgr of the nature of the emergency, the emergencies 
impact on Operations, the work that will be performed, any risks to Operations 
associated with the work, the location where the work will be performed and an estimate 
of when the work will be completed.  Depending on the risks associated with the work 
and the criticality of ongoing operations, the NOMC Commgr will be responsible for 
approving/disapproving the work or defining the timeframe when the work can be safely 
accomplished.  When the work is completed or if problems are encountered in the 
performance of the emergency work, the NOMC Commgr should again be notified. 


Freeze Policy Information/Questions 
To request a FER or to obtain answers on how to fill out the FER record, the NNSG 
should be contacted at 301-286-5590.  For general information on the freeze policy, the 
GSFC CSOC/NISN WAN Manager at 301-286-2527, or the CSOC-MSFC Operations 
Manager at 256-961-9494, should be contacted. 


NISN Major Outage Notification and Escalation 
From time to time, one or more NISN services or major network components are 
disrupted because of equipment failures, human error, or an act of God.  When any of 
these type disruptions occur, NISN will notify affected customers as quickly as possible 
and, as appropriate, keep customers informed on the progress of service restoration.   
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14.1 Major Outage Notification Process 
A Network Outage is defined as any unplanned, temporary interruption of service.  
Outages are categorized based on the degree of impact potential and criticality of 
affected services.  Those outages with the greatest impact potential or affecting highly 
critical services, and with a duration that exceeds a specified interval, are defined as 
Major Outages and are summarized in this section.  In the case of a major outage, 
special steps are taken to immediately notify and provide periodic status to appropriate 
customers/locations.  Predetermined information concerning the outage will be 
disseminated based on criteria defined below. 


A Major Outage Notification will be issued when a failure occurs in either the Mission or 
Non-Mission networks and affects primary transmission systems for a duration 
exceeding five minutes.  This 5-minute service outage time interval pertains only to the 
broadcasting of a Major Outage Notification.  A Priority 1 TT will be immediately opened 
and investigated regardless of the duration of the outage and regardless of whether or 
not a Major Outage Notification is issued. 


Major Outage Notifications use a common format and are issued when the Major 
Outage occurs, and periodic update notices are issued as appropriate to keep users 
informed of restoration status.  Service Restoration notices are issued when service is 
restored, and Final Reason for Outage (RFO) Notices are issued to inform customers if 
this information was not available at the time the Service Restoration notice was issued.  
The ENMC and NOMC Commgr maintain lists of services impacted by circuit ID and/or 
network device. 


Major Outage Notifications are made using AOPNS and MONS.  AOPNS and MONS 
are web-based notification systems that allow CSOC/NISN Management and NISN 
customers to subscribe to all or a subset of the published Major Outage Notices.  The 
subscriber can define key words or a key phrase of interest such that only notices 
containing one or more of the key words or the entire key phrase will be sent to them. 


Some of the key points regarding Major Outage Notification are listed below: 


a. Outage notification will use the AOPNS/MONS. 


b. Using pre-defined criteria, the ENMC or NOMC Commgr will determine if an 
outage is to be classified as major.  Refer to paragraph 14.2, Major Outage, 
14.3 Minor Outage, and 14.3, Mission Support Network Major Outage 
Escalation Process. 


c. For all Major Outages, customers will receive a standard notification. 


d. An escalation process must be in place for specific NISN services. 


e. The management escalation process must be based on outage duration. 


f. Specific customer sets may receive personal notification. 


c2753 20 







CSOC-MSFC-LOP-002931 
Original 


For all Major Outages, customers that subscribe to AOPNS/MONS will receive a 
standard notification.  The process for outage notification is shown in Figure 6, Outage 
Notification Process.  An example of an outage notification is shown in Figure 7, Major 
Outage Notification Example. 
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Figure 6.  Outage Notification Process  
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From: NISN-CSOC.aop_mail@csoc.csoconline.com  
Sent: Wednesday, May 22, 2002 2:53 p.m. 
Subject: Outage 729: Major Outage Notification for ARC 
Importance: High 


Date: Wed May 22 14:53:30 CDT 2002  


TIME DOWN: 05/22/2002 23:00 CDT    (05/23/2002 04:00 GMT) 


  


TIME UP: 05/23/2002 00:00 CDT    (05/23/2002 05:00 GMT) 


  


SITES 
AFFECTED: ARC and all tail sites connecting to ARC. 


  


SERVICES 
AFFECTED: 


Standard IP (SIP) traffic, Internet traffic, Constant Bit Rate (CBR) 
traffic to and from ARC. All Premium IP (PIP) traffic alt routed to lower 
bandwidth circuit to and from ARC. 


  


REASON FOR 
OUTAGE: 


Carrier had an unscheduled activity to perform preventive 
maintenance. No one was notified that they were having an activity. 


  


TROUBLE 
TICKET: 34557 


Figure 7.  Major Outage Notification Example 


14.2 


14.2.1 


Major Outage 


Mission Services 
A Mission Major Outage is defined as any outage to a Mission service that is scheduled 
for support and/or is not restored in a timely manner.  The GSFC Commgr will issue a 
Major Outage Notification when a failure occurs in the Mission Network and affects 
primary transmission systems, including the following: 


a. Major power failures 


b. AT&T network management system 


c. 740 T1 multiplexers 
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d. 745 T1 switches 


e. Link 2+ T1 multiplexers 


f. Internet Protocol Operations Network (IONet) routers 


g. T3 multiplexers/circuits 


h. Optical Carrier-3 (OC-3) multiplexers/circuits 


i. Other significant interruptions of service as deemed appropriate 


14.2.2 


14.3 


14.4 


Mission Support Services 
ENMC personnel will issue a Major Outage Notification when a failure occurs in the 
Mission Support (i.e. Non-Mission) Network and affects primary transmission systems, 
including the following. 


a. Major power failure 


b. Integrated Digital Network Exchange (IDNX) multiplexers 


c. Internet peering points 


d. Non-Mission backbone circuits 


e. Broadband Packet Exchange (BPX) switches 


f. Multi-Service Gateway Exchange (MGX) concentrators 


g. PIP and SIP core routers including peering routers 


h. NASA Sites’ full service ViTS room 


i. Federal Telecommunications System (FTS) 2001 switched voice service at a 
NASA site 


j. Other significant interruptions of service as deemed appropriate 


Minor Outage 
Any equipment or service that does not meet the definition or criteria of a major outage 
is, by default, a Minor Outage.  An example of a Minor Outage is a service impairment 
to a single user, such as a tail circuit.  Notifications are not broadcast for this level of 
outage. 


Mission Support Network Major Outage Escalation Process 
Following completion of the Major Outage Notification Process and the dispatching of 
the TT, the Escalation Process is triggered.   


The following escalation list will take affect anytime a major outage as defined above 
exceeds a 30-minute time window. 


a. 24X7 Annually 


1. ENMC Supervisor 
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2. Operations Manager 


3. Program Manager 


The internal NISN Escalation Process POC names are shown in Table 2, Contact 
Names, and Table 3, Service Escalation List. 


Table 2.  Contact Names 
Name Office Number Cell Number Pager Number 


ENMC Supervisor/ 
Scott Hyatt 


256-544-6111 256-658-3117 888-890-3006 


WAN Engineering 
Operations Manager/ 
Randy Goggans 


256-544-2737 256-679-4941 888-951-3495 


WAN Engineering 
Program Manager/ 
Larry Hawkins 


256-961-9306 256-653-2437  


The internal escalation list shown in Table 3, Service Escalation List, is to be used as a 
guide when Engineering support is required. 


Table 3.  Service Escalation List 
System Primary POC Secondary POC Manager 
IDNX Paul Dixon 


W – 256-961-9359 
H – 256-882-2529 
Pager 256-564-5050 


David Meyer 
W – 256-961-9348 
H – 256-650-7087 
Cell 256-325-3407 


Steve Fall 
W – 256-961-9303 
Cell 256-506-9910 


BPX/MGX Scott Henry 
W – 256-961-9344 
H – 256-539-0124 
Pager 888-796-7820 


Chris Knoell 
W – 256-961-9355 
Cell 256-653-7247 
Pager 888-397-0190 


Steve Fall 
Same as above  


FTS 2001 Mike Dauphinais 
W – 256-961-9482 
H – 256-830-8973 
 


David Sissel 
W – 256-961-9460 
H – 256-837-0026 
 


 


VITS Mark Schoen 
W – 256-961-9458 
 


Wes Allen 
W – 256-961-9475 
 


Bobby Collins 
W – 256-961-9454 
 


LBV Mark Schoen 
Same as above 


Wes Allen 
SAME AS ABOVE 


Bobby Collins 
Same as above 


VoTS Brandon Cork 
W – 256-961-9474 
 


Richard Weber 
W – 256-961-9483 
Pager 256-417-4075 


Bobby Collins 
Same as above 


Routed Data PIP and SIP Michael Whisenant 
W – 256-961-9368 
H – 256-882-2529 
Pager 256-564-5050 


Mike Turner  
W – 256-961-9397 
H – 256-325-3407 
Cell 256-348-1129 


Steve Fall 
Same as above 
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Appendix A.  Abbreviations and Acronyms 


Acronym Definition 
AOPNS Activity and Outage Notification System 
ARC Ames Research Center 
ATM Asynchronous Transfer Mode 
BGP Border Gateway Protocol 


BPX Broadband Packet Exchange 
CBR Constant Bit Rate 
Cell Cellular 
CMSM Center Mission Service Manager 
Commgr Communications Manager 
CSOC Consolidated Space Operations Contract 
CST Central Standard Time 
e.g. for example 
ELV Expendable Launch Vehicle 
ENMC Enterprise Network Support Center 
EVA Extra Vehicular Activity 
Fax Facsimile 
Feb February 
FER Freeze Exemption Request 
Fri Friday 
FTS Federal Telecommunications System 
GMT Greenwich Mean Time 
GSFC Goddard Space Flight Center 
H Home 
i.e. that is 
ID Identification 
IDNX Integrated Digital Network Exchange 
IONet Internet Protocol Operational Network 
IP Internet Protocol 
ISD Information Services Department 
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Acronym Definition 
ISS International Space Station 
JSC Johnson Space Center 
LAN Local Area Network 
LBV Low Bandwidth Video 
Maint Maintenance 
MCM Mission Communications Manager 
MGX Multi-Service Gateway Exchange 
Mins Minutes 
MONS Mission Outage Notification System 
MSFC Marshall Space Flight Center 
NACC NASA Automated Data Processing (ADP) Computer Center 
NASA National Aeronautics and Space Administration 
NISC NASA Information Support Center 
NISN NASA Integrated Services Network 
NNSG NISN Network Scheduling Group 
NOMC Network Operations Management Center 
NSR NISN Service Request 
OC Optical Carrier 
Ops Operations 
p.m. post meridiem 
PIP Premium Internet Protocol 
POC Point of Contact 
POCC Payload Operations Control Center 
RFO Reason For Outage 
RFS Request For Service 
SIP Standard Internet Protocol 
TDRSS Tracking and Data Relay Satellite System 
TT Trouble Ticket 
ViTS Video Teleconferencing System 
VoTS Voice Teleconferencing System 
W Work 
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Acronym Definition 
WAN Wide Area Network 
Wed Wednesday 
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